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1.0 Preface

The General Systems Group (GSG) has been involved in the
National Software wWorks (NSwWw) project since 1976. During the
period 1976 = 1981, GSG has been awarded four (4) NSW contracts,
GSG’s participation in the NSW proiect and responsibilities,
vis=a=-vis assessment and operation of the NSW system, have grown
appreciably during each successive contract period.

GSG has, in the past, advocated and successfully
demonstrated the viability ot an independent testing and
operations organizations £or the NSW system, Based on these
successes, GSG was asked to recommend a plan for managing the
developament, operation and majntenance of the NSw software system
(1), GSG’s recommendation became an integral part of the "NSw
Management Plan® (2), prepared and distributed by the sponsor
organizations (RADC and ARPA), Implementation of this plan has
been a major goal during the present contract period covered by
this report, This report concentrates heaviiy on the role GSG
has plaved in implementing and evolving the system development
approach called out by the "NSW Management Plan®™, GSG is
contractually responsible for fulfilling tne following two (2)
roles:

= Product Development Contractor (PDC)

= NSW System Operations (NSWOPS)

These organizations, statfed by GSG personnel, are respectively
responsible for two Of the four stages of the NS# systenm
#-yelopment process (see section 5.2), namely:

= Productization and Quality Assurance (POC), and

= Production operation of the NSw system (NSWOPS).

This report attempts to meet & number of Jo0als
simultaneously. 0iscussing GSG’s NSW activities and documenting
our project contributions during the contract period are one
goal, However, this report is also intended to serve the
following purposes as well:

= Review the N5w project organizational structure,

including roles, responsipilities and contractor
assignments

= Describe the NSw system development process
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Survey NSw’s system architecture and user functionality

Establish the current operational status of NSWw}
indicate the major chronology of events.

Serve as an introductory NSW tutorial f£Oor new users.
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2.9 Introduction

The National Software Works (NSwW) is a pioneering R & D
project, jointly sponsored by the Defense Advanced Research
Projects Agency (DARPA) and the Air Force. The NSW system is a
network operating system which attempts to achieve integrated
resource sharing in a heterogeneous computer networking
environment.

A computer network is a collection of autonomous computers,
called "hosts®", interconnected by a common commsunications
subsystem, Hosts may be geographically disverses (i.e., tens,
hundreds or even thousands ot miles apart), and of widely
different make and/or manufacture, Computers of difterent
manufacture are usually sottware incompativle, That is, programs
which run on one computer will not be readily portable to anotner
for execution. Als0, the syntax and interpretation of stored
data (programs and the data on which they operate) vary
considerably. Such incompatibilities manifest themselves as
differences in:

=« Hardware architecture and/or
= (Qperating system, including
Program execution environment
File system, and
Command lanqQuage
The communications subsystem ot a network provides a medium
tor the exchange of information between host computers. The
communications subsystem serves as the foundation on which more
sophisticated conversations (often called "protocols"), between
host computer entities (i.e., executing orograns) may be
implemented., Protocols have been developed to provide a wide
variety of network services and functions, including:

e User access to other network hosts (and tnhelr
resources)

= Movement of files from one host coaputer to another

= Network electronic mail

NSW is a protocol=oriented systen, augmenting and extending the
tunctions provided by existing network protocols,




Single host computers are often viewed abstractly as a
collection of computing resources which may be parceled out to
computing “"tasks", In the course of a "task’s” lifetime, many
different computing system resources may be required to complete
a given computational "task"; the following are representative
examples:

= Storage and retrieval of files
= Program execution (ot programs stored as files)

- Use of special peripherals (e.qg.., printers, tape
drives, emulators, etc,.)

Single host operating systems provide a uniform interface for
accessing, and controls for mediating access to, computer system
resources, If more than one host entity (e.g., Prograas or user)
can access and/or use a given resource (e,g., file, printer.
etc.), that resource is said to be “"shared®™, Many advantages
accrue from resource sharing, including:

A, o b Bl B, e Bl S 0 v

= Greater utilization through multiplexing (e.Qg..
printers)

« Reuse without duplication (e.9.. one copy of a compiler
accessed by all users)

= Communication (e.3., between users)
= Lower cost

Similarly, computer network can make (selected) resources of all
network host computers available to the network (user) community;
i.e, resource sharing can occur across, as well as within the
confines of host coaputers.

Now, the pioneering nature of NSW becomes apparent, NSW has
succeeded in achieving a uniformity at the netwdork level which
had, in the past, only been accomplished within a single=host
environment. To schieve uniformity and transperency ot
operation, NSW provides:

= A single standard command language

= A global, distributed file system

e Unitorm access to and control of network resources _ }
(1.¢., Programs called "tools"” as well as files) 3 !




« Integrated project management facilities
= (Centralized accounting
All of the above has been achieved in a "heterogeneous”

netvworking envirdnment of diverse and incospatible host
computers,




2.1 History

Evolution ot the NSWw concept and development of the NBW
system has occurred in several, sometimes overlapoing, phases.
The tive (5) phases of NSW development (3) are briefly summarized
below?

1, Feasibility Demonstration (July 1974 through November
1975): Tnis phase included formulation of the pasic NSw
architecture, ad noc implementation ot the msajor
software "components™ (see Section 4.4.1) and
demonstration of the following?

= Use of IBM 362 batch tools

= Use of TENEX finteractive tools

= Transparent file movement and translation, and
= Rudimentary project manaqgement capbabjilities

2. Detajled Component Design (June 1975 through March
1976): During tnis period external and tunctional
specifications were completed for the tollowing major
components: MSG (the NSW interprocess coasmynication
tacility), works Manager, Foreman and File Package, A
minimal Front End (component) Specitication was also
prepared during this perjiod.

s

3, Prototype Implementation (January 1976 through November 7
1977): This phase was primarily devoted to
implementation of NSW components tor varving host
environments. During this period:

» TENEX, IBM and Multics MSG implenmentations uere
completed and demonstrated

e Infitial implementation of all TENEX comnponents
(Works Manager, Foreman and File Package) were
completed and demonstrated

- e+ n o e

= Implementation of the Multics Foreman and File
Package components proqressed to the point that a
"rudimentary Multics interactive tool®™ [4) could be
demonstrated

, « Development of the IBM Foreman and File Package
. components was started
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® Preparation of the "Interim Reliability Plan® was
initiated

Reliability and Periorlancc_snhancclont (January, 1977
through December 1980): This phase concentrated ont

= Completion of the "Interism Reliadbility Plan” and
implementation of specified reliability scenarios

= Addressing performance problems visiole in tne
existing (primarily TENEX/TOPS2+23) component
isplementations througn:

« Develoowent of performsance measurement routines
(completed {n February ot 1978)

o Instrumentation of all (TENEX) cosponents (completed
in mav of 1978)

=~ Completion of the Foreman and File Package
components for the IBM and Multicse hosts,

Productization (January 1979 tnrough April 1981): The
NSW productization phase, covered by this report, {s
characterized by the introduction and i{aplementation of
a plan for managing the development and operation of the
NSW system [5). This plan torealized procedures for:

e Release integration and hand~ott

= Qualitv assurance

= Software Trouble Report (STR) processing
= Configuration management

= Production operation

This phase can also pe characterized as a period of
unprecedented use and hardening of the NSW gsottware.
Many probleas and deficiencies in the areas of
operabilityv, reliability, perforsance, user/opserator
intertaces, etc were successtully addressed, (Thus, the
*productization” phase s also considered to be a
continuation of Phase 4% "Reliability and Pertormance
Ennancement®), Also, in preparation tor Phase 6
("Technology Demonstration and Transter Feasibilitv"),
much of the planning tor the AFLC TechnologQy .
Demonstration was comspleted during tnhis period, During
the next, Technology Demonstration, ohase selected AFLC
sites will make use of and assess NSW and networking
technology relative to current and tuture AFLC needs.

13




Phase 6 development activities will pe based on current
planning activities aimed at deteraining the NSW
features and performance parameters required for the
planned Technology Demonstration,
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2.2 Policy Statements

The major near=term goals of the NSW project are summarized
below using excerpts from policy statements issued during the
contract period covered by this report:

Project Evaluation Policy (November 24, 1979) (6):

= *"Oyur immediate goal should de to overcomse known
performance obstacles and rectify known desian
and feature deticiencies to provide a system
capable of supporting a technology
demonstration within the AFLC, serve as a
repository and testbed for JOVIAL and ADA
programming tools, and be used by the NSW
development community and by selected menbers
ot the ARPA comaunity."

« "The initial task should be a reevaluation ot
the tunctional performance characteristics
desired {n the system".

= "0Our performance goal should be to provide all
0ot the critical pertormance characteristics
required by the above postulated user
community, and, within our resource
limitations, those desirable characteristics
which will enhance user satisfaction.”

= "Our implementation goal should be to have any
redesign/re~implenentation occur as a series ot
staged releases evolving from Release 4.1.°

< Product Policy (November 24, 1979) [7)3

= *“In general, ... bDroper attention shall be
given to operability, (and) majintainability, in
addfition to functional performance.,"

= *"The system ultimately provided shall permit
tool execution which approximates the native
environment pertormance, as well as in selected
cases provide an appropriate execution
environment,”

AFLC Demonstration Policy (November 24, 1979) (8]:

18




= *The intent i8 that the AFLC Demonstration have
a high project priority"”

= *"The goal is to demonstrate selected aspects of
NSW functionality. The effort will be executed
in three phases, the f£irst two of which provide
introduction to networking and the NSW, and
configure the necessary tool support for phase
three, Ouring the third phase, the functional
demonstration of the NSW will occur using a
selected AFLC task."

= *The demonstration will have functionality as
its goal and help to define the ultimate
product characteristics tor the AFLC
application,”

NSW Support Strategy (December 26, 1979) (9]

= "[A)s . =« strategy for the use, support and
modification of NSW release 4.1" requesting
coordinated action on the part of PDC and ACC
(see Section 3.1) to:

« Develop "a plan for the use and support
ot the current release 4,1"

. Participate "in regularly scnheduled
meetings of the ‘working group’ that has
been set=up to coordinate the details of
the AFLC Technology Demonstration,®

. Ensure "a smooth transition of their
{ACC and PDC) planning activities® to
"assure . . A& smooth transition from
NSW version 4.1"

2 ki i




3.0 NSW Profect Organization

puring the prototyping and feasibility desonstration phases:
of NSw development (prior to January of 1979) the absence of
project structure and discipline had been the norm, However, the
desire to harden, ruggedized and enrich (i.e., "productize®) the
NSw system, combined with the increasing number of geographically
distributed contractors, established the need for formal project
sanagement discipline. RADC responded to this need by prevarina
the "NSW Management Plan®, whicnh:

i1, Estaplishes ", , . an overall approsch for
sanaging the development and operation ot the
National Software Works (NSw)" [10), and

2. Identifies "responsibilities ot participating
organizations, types of services to be provided,
and directions tor future growth® (11).
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3.1 Organizational Structure

The roles of the six (6) primary NSW organizational
entities, discussed in the "NSW Management Plan®, are summarized
below?

« Policy Group (PG): Largelyv staffed by individuals from
the sponsor organizations (RADC and ARPA), PG
responsibilities include resolution of "top level issues
which impact NSw’s present service stance and future
range ot applicability” (12). Specific PG
responsibilities include:

- Strategic planning
« Resource allocation, and
- Organizational conflict resolution

« Architecture Control Contractor (ACC): ACC is
responsible for:

« *gEnsuring (the) continued specification~level
integrity of the NSw architecture®™ (13}

< Interpreting the strategy for and orchestrating
the development of NSWw, and

= JIntegrating the various software components
delivered by the Development Maintenance
Contractors (DMC’s) into an NSW product which is
both operable and usable,

« Product Development Contractor (PDC): "Focusing on
those steps which can be taken, , . . to bring about
near term, measurable improvements in eitner the
teature, performance or reliability domains® (14), PDC
is largely responsible ftor "saking NSW a palpable,
usable, (and) acceptable product®™ (15]).

« NSw System Operations (NSWOPS): NSWOPS’ role is to
provide tne NSW user community with "reliabple,
dependable and efficient computational services and
comprehensive, correct and responsive intormation
services” (16).

o« Developsent/Maintenance Contractors (DMC’s): The
individual DRC’s are responsibdle tor implesentation
and/or saintenance of one or more NSW softwmare
components (see Section 4,4.1). ONC activities are

10




directed by specifications and/or guidelines established
and maintained by ACC,

o Tool Manager (TM): The NSW Tool Manager is responsible
for managing and supporting the selection, acquisition,
installation and maintenance of (new) NSW tools (see
Section 6,1,3 for a discussion of NSW tools).




3.2 NSW Contractors
Summarized below are the sponsors and/or contractors (and
principal contact) responsible for each of the NSW organizational
roles discussed in Section 3.1:
= Policy Group (PG)
RADC/1SCP: Dick Metzger, and Al Barnum
ARPA/IPTO: Larry Druffel
= Architecture Control Contractor (ACC)

o Massachusetts Computer Associates (COMPASS):
Charley Muntz

= Product Develooment Contractor (PDC)
General Systems Group, Inc.: Doug Payne
= NSw System Operations (NSWOPS)
General Systems Grouo, Inc.,: Douq Payne
= NSW Tool manager (TM)
11T Research Institute (IITRI): Loraine Duval
= NSW Development/Maintenance Contractors (DMCs)

o Massachusetts Computer Associates (COMPASS):
Charley Mmuntz

Bolt, Beranex and Newman, Inc. (BBN): Rick Schante
UCLA/Campus Computing Network (CCN): Neil Ludlem
Honeywell Intormation Svstems (HIS): John Ata

o Specitic component responsibilities of each DMC are
detajiled in Section 4.4.2,

Although no formal reporting structure has been esstablished,
Figure 3=1 (wnhich is pased on existing protocols and
organizational interactions) provides a realistic approximation
ot NSw’s orqanizational structure (dashed lines indicate
signiticant organizational interactions which span the
organizational hierarchy).
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4.0 NSW System Architecture
The (sub)sections which follow present a "bottom=up"”
overview ot NSW system concepts and architecture, Separate
sections are devoted to the following topics:
The ARPA Network .
NSW host families
NSW software components

Participation of hosts in NSW systems configuration

o Lo

—ama
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4.1 The ARPANET i
NSW has been implemented in the ARPA Network (ARPANET) b

environment. A brief description of the ARPANET follows:

o "The ARPANET is an operational, computerized, packet
switching DoD digital network which provides a
capability for terminals or geographically separated .
computers, called hosts, to communjicate «#ith each >
other. The host computers often differ from one ;
another in type, speed, word length, operating systenm, i
and other characteristics. Each terminal or host
computer {s connected into the network through a small
local node computer called an IMP or TIP, The complete

\ network is formed by interconnecting tne IMPs through

wideband communication lines (normally 590,000 bits per

second) supplied by common carriers.

e

Each node 1s programmed to recieve and forward messages
y to neighooring nodes in tne network. During a typical
operation, a host passes a messaje to its node; the
message §{s passed from node to node throujh the network
until it finally arrives at the destination 1IMP, which
in turn passes it along to the destination host. This
process normally takes less than 250 milliseconds.

Hosts communicate with each other via rejular messages,
A regular message may vary in lengtnh from 96 to 8159
bits, the tirst 96 of which are control bits called the
leader, The leader 1s also used for sending contr»ol

. messages between the host and its IMP or TIP (node).

h The remainder of the message 1s the data or text.

For each regular message, the host specifies a
destination, consisting of node, host, and handling
type. These three parameters uniquely specity a
connection between source and destination hosts. ' The
handling type gives the connection specific
characteristics, such as priority or nonepriority
transmission, Additional leader space has been
reserved for a fourth parameter, to be used in future
internetwork addressing., For each connection, messages
are delivered to the destination in the same order that
they were transmitted by the source.

o For each regular message, the host also specifies a
( 12=bit identifier, the message~ID. The nressage~lD,
' together with the destination ot the message, is used
as the "name" ot the messaje. Tnhe node uses this nawe
to infora the host of the disposition of the message,

23




Therefore, 1if the host refrains from re=using a
particular message=lD value (to a given destination)
until the node has responded about that sessage~ID,
messages will remain uniquely identified and the host
can retransmit them in the event of¢ a fallure within
the network.

After receiving a regqular message from a host connected
to it, a node breaks the message into several packets
(currently the maximum data bits per packet is 1098)
and passes these through the network in the direction
of the destination. Eventuallv, when all packets
arrive at the destination, they are reassembled to form
the original message which is passed to the destination
host. The destination node returns a positive
acknowledgement for receipt of the message to the
source host, This acknowledgement is called a Ready
for Next Message (RFNM) and identifies the message
being acknowledged by name, In some relatively rare
cases, however, the message may not be delivered due to
8 node failure, line disruption, etc., in such cases an
Incomplete Transmission message will be returned to the
source host instead of a RFNM, 1In this case tne
message which was incompletely transmitted is also
jdentified by nane,

If a response from the destination node (either RFNM or
Incomplete Transmission) 1is not delivered to the
originating host, this condition will be detected by
the source node, which will automatically inguire of
the destination node whether the original message was
correctly received and repeat the inquiry until a
response 1is received from the destination node. This
inquiry mechanism {s timeout=driven, and each timeout
period may vary between 32 and 45 seconds in lenogth,

when a message arrives at its destination node, the
leader is modified to indicate the source host, but the
message~ID field is passed throudh unchanged. Thus, in
addition to providing message identificetion between a
host and its local node, the message=1D can provide a
means for hosts to identity messaqes between
themselves,

Users of the ARPANET may access local or distant SERVER
computer (hosts) over the network. They may also
exchange messages, create realtine links between users.,
transfer tiles trom one computer to another, and submit
batch jops to distant computers, For a mwore complete
description of these processes, see the ARPANET
Protocol Handbook available from the (Network
Intormation Center] NIC or tne National Technical

24
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Information System (NTIS), Springfield, VA, 22161 as
AD A052594." (17]

The ARPANET communications subsystem configuration (i.e., IMPs
and TIPs == gsee above) is shown in Figure 4-1 (18); Figure 4«2 is
an ARPANET schematic which includes host identifiers (19].
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4.2 NSw = A NetwOork Operating System

The National Sottware Works (NSw) {s an operating system,
Because it has been implemented i{n a networking environment, NSW
is often called a "network operating systen®, Much like a sinqle
host operating system, NSW manages network resources, providing
its users with uniform access to tiles, prograss (called "tools"”)
and hardware resources avajilable fros network nosts which
*"participate®™ in the NSw system, However, the NSW network
operating system difters from single=host operating systems {n
many significant and fmportant ways:

= NSk operates in the networking environment, where
interactions between two or more geographically
dispersed computers may pe required to complete a
user’s request.

= NSk is an operating system which, {tself, has been
built "on top" of existing single host operating
systems,

= NSW has been built to operate on a set of DISSIMILAR
computer systems, and to provide users with uniform,
controlled access to the resources of these
dissimilar computer systens.
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4,3 HOst Families

NSW software components (see Section 4.4.1) aust be
implemented for an ARPANET host computer systea in order for that
host to "participate” in a configuration of the NSW network
operating system, Generally speaking, the level at which a host
can participate in an NSw configuration is determined by the
number of ditterent NSw software components isplemented for that
host., Since the operability ot NSW component implementations is
iargely independent ot hardware contiguration and/or operating
system version/release, we often speak of "host families"™ when
referring to NS# component implementations., That is, NSW
software components may be implemented once, for a "host familv®,
then the sottware components can be installed on each host (ot
that family) participating in the NSW systea configuration.

The NSW host tamilies and the current set of constituent

ARPANET nosts (i.e., participating famsily wembers) are jtemized
bpelow:

= TENEX/TOPS=20

ISIE: DECSystem=20 (12923T) ruaning TOPS=20
version 3A.

ISIC: DECSystem=20 (KA19) running TOPS=20 version
3A,

RADC=22: DECSystem=20 (2040T) running TOPS=20
version &,

18M/08

UCLA=CCN: 39033 running MVS (Note: CCN is

currently converting from 08/v8i to
MVS)

Multics
RADC=Multics: H6180 running Multics
= Unix

RADC=UNIXs PDP=11/45 running Unix (future Front
End Host == gee Section 4.4,.3)

ROBINS-UNIX: PDP=11/45 running Unix (tuture
front End Host =~ see Section
4.4,3)

T e
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4.4 NSW Software Architecture

The NSW ftunctionality has been logically decomposed and
grouped into a set of software “components®, Hosteindependent
specifications exist for each major NSW cosponent, These
specifications are used as the basis for realizing component
implementations for different host families.

NSW components communicate with one another through an
interprocess comamunication facility called MSG (Figure 4-3),
MSG, combined with existing ARPANET "protocols", serves as the
foundation for iwplementing higher level, NSw protocols,
Protocol interactions between components are otten grouped into
"NSW scenarios®; each NSw scenario reliaoly implenents one (or
more) NSw operating system function(s).

For an ARPANET host to "participate” in an NSw system
contiquration, host (famlly) implementations of the interprocess
communication tacility (MSG) and at least one other NS» component
must exist. The level at which a nost (famnily) can participate
in an NSW system 1is constrained by the set of NS» components
implemented for that host (family). NSW software components (see
section 4.4.1) are each associated with a set of NSW operating
system services. 7The level at which a particular network host
participates in NSw system configuration {s determined by the set
of implemented services (executing components) the host provides
for the NSW user community.

An NSw system "configuration®™ consists of a set of ARPANET
hosts participating at various levels according to the NSw
operating system services they provide (operating systend services
are implemented by the NSW software components = see above). An
ARPANET host may particicate in more than one NSW system
configuration,

NSw resource management and control, including
authentication, access control, synchronization and accounting
are logically centralized in a set of "core systea" software
components, The "core system®™ components run on the “core system
host®; there 1s one “"core system hOSt”™ per NSw system
contiquration. Thus, the "core system host™ enjoys the highest
level of particiocation in an NSw gystem configuration. Non="core
system®™ components, run primarily on non="core systea® network
hosts but may (and frequently do) run on the “core system host"
as well. A single "core system®™ host means that the cost for
other non="core system®” nosts to particioate in an NSk system
contiguration (in terms of systew resources) is relatively low,
That is, only the "core system host" pays the price to provide
the expensive “"core systemn” services mentioned apove.
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A central set of "core system®™ components also means that
NSW logically takes the shape of a "star” (Figure 4=4). This !
star~like control structure does not preclude direct ,
communication between non="core system”™ componénts (as indicategd
by the dashed lines of Figure 4=4), However, such interactions
are usually coordinated in advance with the "core systea”,
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4.4.1 NSw Softwvare Components

Logically soeaking, the NSW system consists of eleven (11) i 1
functional sottware packages called "components®, These ;
components consist of generic (i.e., implementation independent) !
groups of NSW functionality which may be realized for one or more
of the NSw host ftamilies (by NSW Developnent/Maintenance
Contractors (DMC’s) == see Section 3.1). A brief description of
each generic NSw component is given below:

= MSG: The interprocess communication facllity used
by all components to communicate with and reguest
services of one another is called MSG.

T o

= "Core System” Components:

. WOrks Manager (wWM): The works Manager 1s NSW’s
system resource manager and control point,
providing centralized authentication, access
control, synchronization, and accounting, The
works Manager maintains several critical
datavases, including:

v Ak A e

- A central file catalog

= A central tool (executable pro3gram) catalog
= Project organizations (see Section 6.1.1)

= User ids, passwords, and rignts

e Checkpointer (CHKPTR): The Checkpointer
majntains wWorks Manajer database integrity
through periodic back=ube.

e WOrks Manager Operator (WwMO): The wWMD directs
and coordinates the execution of "batch jobs®
with non="core systen® Batch Job Package
components (see below).

. Fault Logger (FL): Tne Fault Logger is the
central operatore=visible collection point for t
"¢aylts”® (abnormal and/or error conditions)
reported by other NSw components.

. Operator Utility (OPRUTIL): OPRUTL {s one of many
operator utilities; it provides NSw operators
with a number of hign=level “core system”
component manipulation and clean=up ope. ..tions.
OPRUTL has been elevated to conponent status

v W Yrow -
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because some operator functions communicate with
the "core system™ cowponents though MSG,

NOn="Core System®” Components"”

Foreman (FM): The Foreman coaponent oversees the
execution ot interactive tools (executable
programs). One important function of the Foreman
is to intercept operating system calls (e.g..
tile reterences) and direct them to NSW or the
local oberating system, as aporopriate,

File pPackage (FLPKG): The ¥File Package component
manajes a hosteresident portion of NSk tilespace.,
File Packages resfident on different NSW hosts
interact with each other to transter files
between ditferent (host=resident) portions of NSW
tile space. The File Package is also responsible
for translating files as they are moved between
hosts which belong to different host tamilies.

Batch Job Package (BJP): Under direction of the
Works Manager Operator the Batch Job Package maps
user=initiated "pbatch fobs™ into the local host
execution environment and oversees their
execution,

Front End (FE): The NSW Front End isplements and
interprets the NSW command language, Alternative
Front End implementations may realize
syntactically and sesantically ditferent coamand
languages (see, for example, Section 6.,2.1). A
request {nitiated by the Front End always beqgins
an NSW "scenario", involving interactions with at
least one other NSW component. Based on
user=supplied commands and parameters, the front
End requests services implemented by other NSW
components (usually the "core systen” Works
Manager),

Dispatcher (DSPCHR): Contacting & standard host
socket causes the Dispatcher to place the
(prospective) NSW user in contact with a spawned
Front End instance.




4.4.2 DNC Responsibilities

The four (4) NSW component Development/Maintenance

Contractors (see Section 3.2) are each responsible for several
host tamily component implementations. These responsibilities

are summarized below by host femily,
TOPS=20

MSG = BBN

*Core System" Componintss

* Works Manager = COMPASS

* Checkpolnter =~ COMPASS

= wWorks Manager Operator = COMPASS
= Fault Logger = BBN

- Operator Utility = COMPASS
Non="Core System” COomponents:
- Foreman = BBN

= FFile Package = COMPASS

= Front End = COMPASS

« Dispatcher = BSN

1bM

MSG =~ UCLA/CCN
*Core System” Components:
% pnone *¥
None"Core System” Componentst
= Foreman = UCLA/CCN

= File Package = UCLA/CCN




Unix

« Batch Job Package = UCLA/CCN

Multics

MSG = HIS
*Core System” Components:
5% none *x
Non="Core System™ Componentss
« Foreman = HIS

e File Package ~ HIS

MSG = BBN
*Core System” Components:
%% none *¥
None"Core System®™ Components:

= Front End = BBN
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4.4.3 Participation of Hosts in NSw Confijurations

" The level at which an ARPANET host may participate in an NSw

system contiguration is determined by the collection of software
components implemented for the associated nost tamily. (Note:

An implementation ot MSG is required for any level of
participation,) The five (5) disjoint levels at whiCh a host may
participate in an NSw configuration (or, alternatively the five
sets of operating services a host may otfer by participating in
an NSW system configuration) are each described below:

Core System Host (CSH): Only one host per NSW
contiguration can serve as the "coreesystem host" by
providing the following NSW functions: authentication,
access control, synchronjization and accounting. Host
family implementations of the following “core systea”
components are required:

works Manager
Checkpointer

« WOIKS Manager Operator (required only if the NSw
contiguration includes one or more Batch Job Package
components).

. Fault Logger (required only {f the NSw configuration
includes one or more components which report
“taults® to the Fault Logager).

« Operator Utility (as required by nost family
implementations ot the works Manager and
Checkpointer).

File Bearing Host (FBH): Any host tor which a (host
family) implementation of the File Package coaponent
exists can oversee a portion of NSW filespace resident
on that host by providing support for:

« File transter and translation between host=resident
portions of NSW filespace

e Thne movement of files between NSW filespace and the
local host file system,

The Datacomputer (now defunct) is an example of an
ARPANET nost which might wish to participate in an NSWw
system configuration only as a File Bearing Host (i.e.,
not as a Tool Bearing Host == gsee below),




{Interactive) Tool Bearing Host (TBH): Any host for
which a nhost tamily implementation of the Foreaan
coaponent exists can provide support for the execution
ot interactive "tools"™ (executable programs). However,
the Foreman cannot, without a File Packaje component,
support tools which reference NSW files. Thus,
participation as a File Bearing Host is almost always
considered a prerequisite to participation as a Tool
Bearing Host.

Batch Job Host (BJH): Any host for which a host tamily
implementation of the Batch Job Package component
exists can participate in an NSW systea configuration
as the executor of NSW pbatch job processing on that
host. Of course, such participation assumes a "core
system® contiguration which includes a works Manager
Operator component (see abovel). Also, because certain
information required for patch processing is
transmitted from the works Manager Operator to the
Batch Job Package through the NSw file system, support
tor NSw files (i,e,, a hosteresident File Package
component) is5 also required.

Front Enad Host (FEH): A Front End Host acts as a user
access point £or an NSw system configuration. Any host
for which a host family i{mplementation of the Front End
component exists can be an NSW access point providing
user interface (i.e., NSw command languagze) support.
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4,4,4 Levels ot Host Family Participation

Using the "levels of participation® discussed in Section
4.4.3, we can sumnmarize the levels of participation possible for
each NSW host tamnily identified in Section 4.3:

« TOPS=20 (TOPS=20 host can participate in an NSw
configuration as one or more of the following):

= Core System Host (CSH)
= File Bearing Host (FBH)
= Tool Bearing Host (TBH)
= Front End Host (FEH)
1bM:

 File Bearing Host (FBH)

= Tool Bearing Host (TBH)
= Batch Job Host (BJH)

Multics:

ol o TS T

e File Bearing Host (FBH)

< Tool Bearing Host (TBH)

PRTWIITY

Unix:

« Front End Host (FEH)

One or more "levels of participation®™ have been assigned to
each host family listed above, An ARPANET nost which belongs to
(1.e., is compatible with) one of the NSw host families CAN
participate at any of the levels listed above for that temily. ;
For example, any ARPANET DECSystem=20 running TOPS=20 can ¥
participate in an NSW system configuration as a3

e (Core System Host (CSH)
= File Bearing Host (FBH)

e Tool Bearing Host (TBH)

|
|
1) {




= Front End Host (FEH)

or any combination of the above, 7The RADC=29 ARPANET host, a
DECSystem=20 running TOPS=28, provides a specific example,
Currently the RADC=20 participates in several NSW configuratjions.
In the NSw User System configuration (see Sections 4.4.5 and _
S.1), the RAUC=20 participates as s Tool Bearing Host and a File
Bearing Host, but not as a Core System Host or a Front End Host,




-

4.4.5 NSw User System Configuration
The production NS# contiguration available to NSw users is
Called the "NSW User System®, The User System configuration
(Figure 4<5) consists of ARPANET hosts participating at various
levels (see Section 4.4.3). The level(s) of host participation
in the User System configuration are summarizedi pelow (by ARPANET
host):
USC/ISIE (TOPS=23)
= Core System Host
= Tool (and File) Bearing Host
= Front End Host
USC/1ISIC (TOPS=22)
= Tool (and File) Bearing Host
= Front End Host
RADC=20 (TOPS=22)
= Tool (and File) Bearing Host
UCLA=CCN (soon to be running MVS)
= Tool (and File) Bearing Host
= HBatch Job Host
RADC=MULTICS
= Tool (and File) Bearing Host
Note the ftollowing:

% USC~ISIE is the only core system host in the User
System confiquration,

¥ RADC=20 could be, but is not, a Front End Host (even
though a Front End component implementation exists for
the TOPS=20 host family).

% UCLA=CCN is the only Batch Job Host (the IBM host
tamily is the only tamily for which a Batch Job Package
has been implenented),

o w——ar e aym 4L
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UCLA/CCN and RADC=MULTICS could not be Front End Hosts
(Front End components have not pbeen implemented tor
either tne 18M or Multics nost tamilies),

The User system configuration includes no Unix hosts
(the Unix Front End has not yet been released for
integration into the User System confijuration).
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S0 NSW System Development

At

the highest level, NSW system development can be viewed

a8 a sequence ot stages, each of which is performed and
controlled by a different NSWw orgjanization, The four (4) stages
of the NSw system development life cvyCle are priefly described
below (see Figure 5=1):

i.

2.

3.

Component Development and Maintenance: The NSW
Developaent/Maintenance Contractors (DMC’s == see
Section 3.1) are responsible for develooing and
maintaining host family implementations of specific
NSW software components., when a new cosponent
version is considered ready for release, the
responsible DMC delivers it to the NSW Architecture
Control Contractor (ACC) for integration,

Systen Integration: It is ACC’s job to integrate
components received frow the various DMC’s into an
operable NSw system and to verify tnat the components
interact properly with one anotner. The DMC’s work
with ACC to isolate and correct problems; components
which do not "pass muster” are returned to the
appropriate DMC tor additional #ork. Since the DMC’s
operate asynchronously from one another, NSw systenm
integration is, defacto, an increaental process,

That is, at most a tew cownponents are introduced into
a4 staple NSw system configuration at a time.

However, incremental integration has tnhe advantage of
making ACC’s integration testiny (and problem
isolation) task somewhat easier. shen ACC is
contident that the inteJjrated NSw systew is ready for
eroduction operation, its constituent components are
packaged into a system release w#hich is then
delivered to tne NSw Product Development Contractor
(PDC) tor Quality Assurance.

Wuality Assurance (Q/A): It is PDC’s taysk to verity,
through independent testing, that NSw system releases
are ready for

= pProduction operation by NSw System Operations
(NSwWOPS), and

= Use by the NSW user communityv.

Upon completion ot W/A, PDC provides the NSW Policy
Group (¥G) with recommendations rejarding production
operation of the release, including any corrective
action wnich may be required to nake tne release

L 1]




operable/usatle. Based on recomaendations from PDC as
well as input from ACC, and NSwWOPS, PG makes one of two
determinations:

= Return the release to ACC (and the DOMC’s) ;
for further work, or

= Deliver the release to NSWOPS tor
installation and production operation,

4, Installation and Production Operation: NSWOPS
operates the national NSW User system configuration
on behalf of the NSW user community. When a new
release (or notification thereof) {s received from
PUC, NSWOPS:

s

= Schedules an installation date

s e I Yy

« fBroadcasts a summary ot the release (including
release date) to the NSW user community, and

« (On the designated date) installs and begins
operation ot the new release.

Note (see Figure 5=1) that each stage of the NSW system
development process provides a teedback 100p tOo the immediately
preceding stage. 1In this say, user and ooerator experiences in
the form of buQs, deficiencies and/or desired features may be
commynicated to ¢DC, ACC and ultimately the DMC’s for analysis,
prioritization and action.
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S.1 NSW System Configurations

To
the NSwW

maximize efticiency, it wust be possible for each step of
system development process to proceed independently of

all others, In particular, it must be possible for:

NSWOPS to operate the current release while new
releases are at various stages of development.

PDC to perform G/A onh a new release (n+l) while ACC is
integrating a future release (n+2) and NSWOPS {is
operating tnhe currently installed release (n).

ACC to integrate a release (n+l1) while POC 18
pertorming G/A on a recent release (n) and DMC’s are
preparing components for future fntegration (release
n+l or greater).

DMC’s to prepare new component version(s) independent
ot ACC integration activities.

Four (4) distinct NSw system confiqurations were established
to provide the necessary organizational autonomy which would
allow each step of NSw system development to proceed
independently of all others (Figure 5-=2):

1.

2.

3.

4.

The NSW "Debug” System configliration, controlled by
ACC, 1s used by the DMC’s tOo prepare new component
versions.

The NSW "Development® System configuration is
controlled, operated, and used by ACC to integrate
components into system releases which can then be
delivered to PDC for Q/A.

The NSw "Candidate” System configuration, operated by
NSWOPS, 1s controlled and used by PDC for Q/A,

The NSw "User” System configuration is controlled and
operated by NSWOPS on behalf of the NSw user
community.,
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S.2 NSW Testing Hierarchy

NSw System sottware 1is separately tested Juring each stage
of the system development process (see Section 5.,2), Tests for a
given stage are most often applied to one or more NSW components
which have been installed in the associated NSw system
configuration (see Section 5,1). Devisel and applied tests are
oriented toward the system development activities of each stage
(e.g., Q/A) and reflect progress along the development continuum
leading to production operation of new NSw system releases.
Collectively, tests applied during develoownent stages one (1)
through ftour (4) form a nierarchy in which individual components
are tested first (this is called "unit” testing), then individual
components are integrated into a full NSW system configuration,
which receives two separate batteries of tests: {integration and
Q/A. The testing activities associatea with each staqge of the
NSw system development process are summarized bpelow:

1. Unit Testing: Each NSW software component
implementation is referred to as a unit. These tests
are (often) applied to components installed in the
NSW Debug System configuration. Unit tests are
devised and applied by the DMC with inplementation
responsioility to:

= Components in isolation to verity correct
operation of internal functions, and/or

= Small collections of components to verity that
the component interacts prooerly w#ith other NSW
components.

o Components which have "passed” unit testing are
delivered to ACC for integration.

2. Integration testing: It §s ACC’s responsibility to:

« Integrate NSW components recefved trom DMC’s
into an operational NSW systea, .

- Verify the system, specification and
inter~component intearity of complete component
configurations (i.e., tull NS system
contigurations), and

= Package and deliver NSW releagses to PDC for 0/A
e Antegration tests are devised and applied to components

(receiv ' trom the DMC’s) whicn have been fnstalled in
the NSw Development System, Oue to the asynchronous
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nature of component deliveries from the DMC’s, NSW
system integration is largaely an incremental process.
However, incremental integration does have its
advantages: {f the installation of new components in
the Development System can be spaced (in time)
sutticiently apart from one anotner, the job of
isolating problems (when they do occur) becomes
signiticantly easier., ACC has, for this reason,
adopted the incremental integration and testing
' approach., Incremental integratjion does require
continuous operation and support of the NSW Develooment
System which has the additional advantage of providing
NSW developers (DMC’s) with access to a
fully=inteqrated, operational NSW system prior to Q/A
and release for production operation. wnen the
integration process nhas been completed, ACC packages
the current set of components, databases and
documentation for delivery to PDC who #ill perform Q/A,

3. OQuality Assurance (Q/A) Testing: PDC is responsiole i

tor independent validation and verification ot the

new NSW systems released to ACC., During the 0/A i

testing, NSw systems delivered by ACC are installed !
p and operated by NSWOPS in the NSW Candidate Systen |
contiquration, PDC prepares and applies independent
system=level tests to each major new NS»W systenm
release, The results of these tests are communicated
to the Jevelopment community (ACC) and, along with
recommendations for action, to PG for determination
of release disposition, (A more Jetailed discussion
ot GSG’s gquality assurance may be found in Section
5Se.4.)

4., Production Operation: NSWOPS installs and operates
new nSW system releases for the NSW user community in
the NSw User System contiguration; these releases are
delivered to NSWOPS by PDC (as directed by PG). In
addition, NSWOPS is responsible for the timely
resolution of user questions and problens (sometimes
callea Sottware Trouble Reports (STRs) == see Section
5¢5)e Tnus, NSWOPS must view and review the NSW
syste.. from both the overational and user
perspectives, To provide an NSW system which 1is
maximally operable and trouble~free, the testing
eftorts ot stages one (1) through three (3) ot the
system development process concentrate on removing as
many (major) proolems and deficiencies as possible.
Loosely speaking, the testing an NSw system receives
during oroduction operation is “"use”, which is

5 undoubtally the most important kind of testing and an

important source ot teedvack tor PDC, ACC and the

DMC’s as well, User (and operator) acceptability is
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the ultimate test, (For a detalled discussion of
GSG’s system operation responsibilities and
activities see Section 7,0,)
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S«3 NSw System Release and Assessment Procedure

when system integration (and testin3) has been completed,
ACC packages and delivers the new NSW system to PDC for Quality
Assurance (G/A)., Due to the autonomous operational requirements
ot the IBM and Multics NSW hosts, this DELIVERY takes the
tollowing torm organizationally:

ACC: Delivers all TOPS=20 components to PDC/NSwWOPS

NSWOPS: 1Installs and operates NSw TOPS=22 component
configurations (including the “core system"
cowponents == see Section 4.4) on the USC=1SIE,
USC=1S1C and RADC=22 nosts

DMC=CCN: 1Installs and operates an NSW IBM component
contiguration on the UCLA=CCN nost

DMC=HIS: Installs and operates an NSw Multics
component conftiguration on the RADC=Multics
host.

when a new gystem has been delivered for Q/A by ACC, a
release assessment and transition orocedure developed by POC (and
ACC) takes eftect. Inhis procedure covers the last two stages of
the NSW system development process:

Stage 3: Quality Assurance by pPDC
Stage 4: Production Operation by NSWOPS

As contractor for bpoth the PDC and NSWOPS otrganizations, GSG
is responsible for these two stages of the NSWw system development
process. Note that the procedure outlined below is presented
from the PDC/NSwOPS perspective (i.e.r tnhat of PDC receiving
releases for Q/A from ACC and that of NSWOPS receiving releases
from POC for production operation). The steps 0f the NSW system
release and assessment procedure ares

1. ACC: Integrate NSW components receivel from the
DMC’s into an opberational NSW system; pertorm
integration testing.

2. ACC: when system integration has been completed:

= Jdentify and obtain soecitic versions for esach
"generic contiguration item® (see Section 5,6
and Appendix C) of the new N8W system, and
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3.

4.

5.

6.

7.

i
4
v

 Deliver the NSW System and TOPS=22 Host Faamily
"packets"” (of configuration items = see Section
5.6) to PDC/NSWOPS.

NSWOPS: Install selected confijuration items from
the "NSw System® and TOPS=29 "Host Fawlly” packets in
the NSW Candidate System confiquration; coordinate
installation of the IBM Host Femily and Multics Host
Family packets with DMC=CCN and DMC=HIS respectively.

ACC: Verify that the new NSW system has been
installed properly in the NSW Candidate Systenm
configuration; coordinate verification activities
with OMC=CCN and DMC=HIS

NSWOPS: Operate the new NSW syste® in the NSW
Candidate Systen contiguration (including the “core
system®) for PDC during Quality Assurance; direct and
coordinate operational activities witn DOMC=CCN and
OMC=H1S,

PDC: Direct the application of quality assurance
tests to the new NSW system release (see Section 5.4
tor detajils); report results and release
recommendations to PG and ACC.

PG: Based on G/A test results and input from PDC,
NSWOPS and ACC, select one of the following courses
of action:

a, Return the release to ACC for major moditication
({.e,, return step 1), or

b. Fix major probléms and release to NSWOPS; i.e.:

1. ACC: Direct DMCs to correct selected bugs
and deliver new conponents for Candidate
System installation ASAP.

2, PDC: vwnen new components have been
received from ACC and/or selected DMCs,
verity (1t possiole) that all »sjor
problems have been corrected and no
significant, new problemss have been
introduced,

3. Proceed with Step 8
Co Release to NSWOPS (i.e., proceed with Step 8)
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8. NSwWwOPS: As directed by PG, prepare for, install and
operate the news NSw system release on oehalt of tne
NSW user community; direct and coordinate

installation/operation activities w#ith DMC=CCN and
DMC=HiS,

Delivery of a new NSw system release to PDC tor /A §is a

significant event in the lite cycle ot an NSk system (see Figure
5=3). It signals:

Completion o0t a major amount of the worx associated
with a given release, ani

Beginning of work "in earnest® on tne next major NSw
system release,

A further reason is that, as a result ot POC Q/A activities, it
1s most often the case that PG elects to nave ONLY major proolems

corrected (option b of step 7 above) pefore releasing the systenm
to NSWOPS tor production operation,

e,
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S.4 Quality Assurance Testing

PDC (GSG) nhas responsipility for assuring the quality of
releases suomicted by ACC. This role is as close as any on the
NSW project to "independent validation and veritication®, a
familfar DoD term. PDC’s Q/A tests represgnt the most extensive
and complete testing a new NSwW system receives before it is
released to NSwUPS tor production operation, PDC’s G/A testing
activities have evolved into the following logical sequence ot
steps: ¢

1. Prepare and distribute a "Test Plan" for the new NSW
system release (see for example, the "NSw 5.0 Test
Plan®™ (22]) which identifies:

a. The current set of "generic configuration items”
(see Section 5.6)

be Tne status of all outstandiny STR’s (see Section
5.5) including specific tests prepared for each
STR addressed by the new System release

C. The NSW host and sottware cowponent
confiqurations to be used for the release

de The tests to pe applied (see below), and
€. A schedule for completing testing activities,

2. Update existing Q/A test procedures, scripts, etc., and
devise nes tests as necessary (concurrent with Step 1).

3. Apply Q/A tests (PDC and NSWOPS) to the new release
(i.e., the "Test Plan" is carried out under PDC’s
direction.)

4., Prepare and distriobute a "Test Summary® of the Q/A
testing activities (see for example, the "NSw 5,2 Test
Summary" [(21)), which includes:

8. An overview of O0/A test results and recommendations

b. A summary of significant events, which occurred
during the test period, wshich impacted O/A testing

C. A summary of the results for each type ot testing
(e.g.., regression, STRe=specific, etc. == see¢
below),
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d. An annotated list ot new STR’Ss uncovered during 0/A
testing.

The “Test Summary®" is distributed by PDC to PG and ACC. On
the basis ot the *"Test Summary" and input from PDC, ACC and
NSwOPS, PG determines the future 3isposition of the new NSW
system, as discussed in Section 5.3,

The Q/A tests applied to each new NSWw systes are of several
different types, each designed to test difterent integration
levels ot NS# functionality. These tests are not exhaustive, but
they do represent a signifticant assessment of the NSw
tunctionality provided tne user, With tne exception ot
STR=specific tests, Q/A testing methodologies have been prepared
tor each type of testing, as descrided below:

1. STR=Specific Testinq: Prior to receipt ot a new NSWw
system from ACC, PDC prepares tests tor each Software
Trouble Report (STR =« gee Section 5.5) which will be
addressed by the new rejease. JIhese tests are used
to verify that oroblems nave been corrected and that
no new problems or side-effects nave oeen introduced
in the process, Also, STRespecitic tests are used to
assess new anid/or improved NS» functionality., These
tests are documented in the "Test Plan®™ which is
distributed prior to the oeginning of the Q/A testing
period (i.e,, Prior to receipt 0f a new release from
ACC).

2. Regression Testing: A methodolo23gy nas been devised
tor regression testing new NSw releases, It a system
tunction or feature, which worked properly in the
preceeding release, no longer tunctions correctly in
the new release, a "regression” is saia to have
occurred. Regression tests are dJdesigned to uncover
these ditferences. However, the NSw regression tests
are more general {n that tnhey nave been Jesigned to
uncover as many difterences as possible between
successive NSW releases, includinjy:

= 1Improveaents
= PRegressions, and

= Problems whicn persist from one release to
anotner

; o Kegression tests consist of a nuwber ot distinct test
: scripts. These scripts are composed ot NSw command
sequences which are applied to the user intertace

i (exercising user=visible NS# tunctionality), Both
application of regression test scripts (to the user
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3.

intertace) and collection of NSw System responses have
been automated, The steps of the NSw regression
testing procedure are summarized below?

1. Update regression tests as necessary to reflect
ditferences petween the successive releases.

4. Use sgutomated means to apply test scripts to the
new NSwWw system and collect responses.

3, Compare (automatically) the responses tor each
test script to those retained fromw the
preceeding release, and sumunarize the
incremental differences.

4, Analyze the diftferences (obtained in step 3) to
identify improvements, regressions and problems
exhibited oy both the new and immedfiately
preceedina releases,

5., Prepare and submit new STR’s to ACC tor each
regression fdentitied.

This procedure is simple, vet powerful (identifying
major difterences between Ssuccessive releases) and
etticient (highly automated),

File Transtformatfion Testing: Flle transformations
are the vehicle which NSW provides for data residing
on one NSW host to be converted into a form which may
be used by a "tool"™ (see Section 6.1.3) residing on
an NSW host of a different "family"® (see Section
4.3)., File transformations allow the output ot one
tool to be used py another tool of a ditferent
tamily. Thus, NSW file transformations are the key
to success of tool interactions between NSw host
families (e,g., the use of a tool followed by the use
of a tool which resides on & host which belongs to a
difterent (incompatible) family), Conversion of an
EBCDIC character file residing on an 18M host to an
ASCII character file during movesent to a TOPS=2#
host is a simple example 0f an NSW file
transformation., File transtormations ewdody record
structure, format effectors, as well as )
word/character encodinqgs. Because the NSw concept {18
highly dependent on these transtormations, a
*Methodology and Plan for Testing File
Transtormation® (22]) was developed, Oue to the
nature of the differences between NSWw nhost families,
the distributed nature of the NS¥ file system (and
its protocols), and the data translation approach

s9
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4.

adopted, NSw file transformations are perhaps one of
the most difficult packages of NSW systen
tunctionality to test, The file transtormsation
testing methodology 1is applied to new NSW system
releases to verify the fidelity of this
tunctionality. A simplified version of the basic
procedure is outlined below:

a. Update the "Methodology and Plan for Testing NSW
ile Transformations" as necessary to reflect
incremental changes from the. preceeding release,

b, Prepare and/or modifv tile transformation test
case files, as necessary:; inport these files
into the NSW Candidate Systea.

C. Use automated means to force file ,
transtormations by moving test case files from
one NSW host to another (these hosts may or may
not belong to different host families).

d. Analvze resultant files to determine wheth>r the
file transformations under test have been
successfully completed,

e, Prepare and submit STR’s to ACC for each
identified file transformation anomaly or
proolem,

Interactive Tool Testing: Tool testing is concerned
with veritying the proper operation of "tools"
(executable programs) installed in the NSw
environnent, Interactive tools are the most
prevalent type of NSW tool (see Sections 6.1.3 and
6.,2.3). Although tool testing is viewed largely as a
Tool Manager responsibility (see Section 3.1), it i3
an area which GSG addressed during the NSW system
developnent process. Tool operability is one of the
most important concerns of NSw user comsunity,
pecause tool availabilityv is the user’s reason for
using the NSw system. Therefore, GSG develooped the 1
*interactive Tool Testing Methodology" (23] and

applied it to a number of NSW tools delivered with
NSw release 5.9. The results of these tests are
summarized in the “Summary of Interactive Tool Tests:
NSW Release 5.9" (24]. These tests will be applied
as necessary to (selected sets of) the tools
delivered with all future NSW releases.
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5.5 STR Processing

when NSw users, contractors, etC uyncover suspected problems
with the NSw software, a Software Trouble Report (STR) {is
prepared to document the problem, In addition, STR's are used to
report system deticiencies. An STR incluies some or all of the
following intormation:

= JUriginator (e.q9., Name of user or contractor)

- Description ot the problem, deficiency or improvement
= Date and time of submission

= Type of problem (component, tool or documentation)

= Release number

= Urgency

= EtCe.

STR’s are a critical part of the NSw systew development
process, particularly contiguration managenent (see Section 5.6)
of successive NSw releases, Because 0f the pervasive use of
STR’s tor reporting bugs, deficiencies and new feature requests,
NSw system releases have largely become SIR=directed. T[Ihat {s,
the NS« system modifications intearated and packaged into a
system consist largely of components delivered by DMC’s which
address a glven set ot STR’s (including deficiencies and
improvements).

GSG, as Product Development Contractor (PDC), developed the
procedures and protocols for the original STR accounting systenm,
At that time, STR’S were known as "NSw Standard Transactions®™ (or
NST’s) and the accounting system was knosn 3s the °"NST System®,
The NST System was designed to pe Jeneral and nignly tlexiole.
NST’s were envisioned as a convenient means for documenting
and/or tracking nany communications ("transactions®™) other than
NSu system software bugs, includinge

peticiencies

e Improvenents

Ingquiries (questions)

EMTECRY
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= (Qperations procedures
e Regularly generated reports
- Etc.

Eventually, the large number of NST’s and the informal,
unreqgulated protocol for interaction betwWeen NSw organizations
became a major burden to users Of the NSW System., Consequently,
a tool tor monitoring STR’s, called MONSTR was developed by
Massachusetts Computer Associates for use by all NSW contractors,
and (eventually) NSwWw users. MONSTR serves as a STR repository
and implements a more rigid, table=driven protocol for the
movement ot STR’s between NSw organizations on the road to
resolution, besides implementiny the protocol for resolution ot .
STR’S, MONSTR provides a number of other facilities including: H

g s e e

Pl

« Archiving of terminated STR’s ' :

= Generation of STR reports by STR attribute (e.g., by
STR identifier, priority, responsible orjanization,
etc,)

- Etc. :

To understand the role STR’s play in the NSw system
development process, consider the following example (Figure 5=4):

t. AN NSw user creates an STR, which reports a suspected
NSW software problem to NSWOPS,

2. After reviewing the user’s STR, NSwOPS decides that
the problem is legitimate (i.e.. nejither user
misunderstanding nor error), but decides to reguest
additional information (e.3., a typescript) from the
user.

3. The NSw user responds by supplying NSWOPS with the
intormation (typescript) requested.,

4. NSwOPS assigns a priority for resolution of the SIR
and dispatches the STR to ACC, (Note: For tnis
example we shall assume that the problea is
intertering dramatically with use of the NSW system
and that a high priority has been assigned to its
resolution).

S« ACC reviews the STR and dispatches it to the
approbriate DMC for corrective action (Note: 1t more
intormation were regquired or the SIR were not
actually a software problem, it would be returned to

1

NSWOPS),
62
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6., The DMC selected by ACC addresses the problem by
preparing a new component version which is delivered
to ACC for integration and testing; the STR is
returned to ACC with an analysis of the problem and a
description of the fix.

7. ACC integrates and tests the new component in a full
NSW system contiguration. If the new component
properly addresses the STR, it is passed on to NSWOPS
alonq with the STR (which 1Includes a user-oriented
description of the problem and now it was rectified),
Otherwise, the component is returned to the
appropriate DMC for additional work,

- .

8., NSWUPS installs the component (PDC may elect to
pertorm Q/A), notifies the user that the problem has
peen corrected, and "terminates® the STR.

The above example describes the means by which a high oriority
problem, substantially impacting use of the NSw system, would be
resolved, NOte, however, that STR's are normally addressed and
integrated into nrajor NSW system releases, shich are, from the
user‘’s point=~of-view, spaced many months apart.
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5.6 Configuration Management

Software configuration management (CM) {s a discipline for
installing software changes which allows the evolution of a
software system to be tracked and controlled, By tracking and
controlling software changes, CM becomes an inte3ral part of a
formalized systen software life cvcle planning and development
process, Such formal development discipline becomes extremely
important tor projects with characteristics siwnilar or identical
to those 0f NSW, namely:

R

- A large number of geoqraphically distributed
contractors, who are

= Jdorking autonomously on a large nuaber of constituent
sottware components, which must, ultimately, be

= Inteqrated into a workable software product. i

Sottware CM is an integral part of the plan for developing,

maintaining and onerating ine NSW system ("The NSW Management ;
Plan® (2)) The N34 psreoiect hac collectively been working toward a ,
CM implementation ¢oai since zhe beginning of the contract period ;
covered by this rerott. G3G°3 PDC organization received a

majority of the charter and r2sponsibility for developing NSW
confiquration management procedures,

Software CM {5 generally viewed as a continually evolvinag,
threee-step process:

1. Configuration fdentification
2. Configuration control
3, Contiguration auditing

The CM approach adopted for the NSw project results from a
collective effort on the part ot both PDC and ACC. Wwitn
suggestions and input from ACC (Massachusetts Computer
Associates), GSG has prepared a "NSw Software Management and
Control Plan” (26) which deals with each of the above CM
activities in detail., A briet characterization of each CM
activity as it pertains to the NSw system followss

8 CONFIGURATION IDENTIFICATION: This is the process ot
identitving the objects, called "ftems” (e.g.. Programs,
data files, etc.) which are to be controlled. Each
item, without 8 specific version, is called a “generic
contiquration item®, Wwhen a release is packaged, a
specitic version is identitied tor each generic
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configuration item to be included with the release;
items which include version identitication are simply
called "configuration items™ (Cl’s). PDC and ACC agreed
(with concurrence from PG) that only major, aggregate
items ot the NSw system would pe placed under
contiquration control, These aggregate items include:

= NSw software component executables

= NSW "tool"™ executables

= NSW system database skeletons

= Host=independent functional specifications
= User documentation

= Host=dependent component documentation

- Operator documentation

Note: This list of aggregate items does not, for
example, include the constituent source and
object modules for each component
executable (see pelow),

Configuration management of source and object modules for
each sottware component (see Section 4.4.1) has been
delegated to the DMC responsible for the component
fnplementation. After a consensus had been reached oh
configuratign iftem granularity, PDC developed a
methodology for identifving, through hierarchical
decomposition, the "generic configuration items" for the
NSW system., The decomposition consists of collections of
qeneric Cl’s called "packets". The approach taken was to
first identify generic CI’s wnich applied to more than
one host family (i.e., the entire NSW systea), then to
identify generic Cl°s which apply to more than one
sottware component, tool, etc of a host family (i.e., to
the entire host family), then to identity the CI°s which
apply to individual host family component isplementations
and tools, respectively. The CI packets produced by this
decomposition are:

1. NSW System Packet (CL’s wnich apply to multiple
host families)

2., TOPS=20 Host Family Packet, containing the
following subpackets
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a, Generic TOPS=20 pacxet (CI’s which apply to
more than one TOPS=20 component or tool)

b. TOPS=20 component packet(s) (one for each
TOPS=20 component implementation)

C. TOPS=20 tool packet(s) (one for each TOPS=20
tool)

3., 18BM Host Family Packet

a. Generic IBM packet i
b. IBM component packet(s)
C. IBM tool packet(s)
N 4, Multics Host Family Packet
a. Generic Multics packet
b, Multics component packet(s)
Ce Multics tool packet(s)

5. Unix Host Family Packet

4. Generic Unix packet
be Unix component packet(s)
(Note: There are currently no Unix=-pased NSw» t00ls)

« Because of autonomous operational requirements,
configuration management ot the IvM and Multics Host
Family packets (with the excention of configuration
auditing == see below) have been delegated to DMC=CCN and
DMC=H1S, respectively. Generic configuratjon items for
both the "NSW System® and “TOPS=20 HOost Family"™ packets
are enumerated in Appendix 8 of this report.

« NSw» organizational and contractor responsipility tfor
confiquration management of the above packets (as
installed in the various nSw contijurations used for NSh
system development) {s summarized below:

= Debug System: ACC (COMPASS)

= pDevelopment System: ACC (COMPASS)
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= Candidate System: PDC (GS8G)
» User System: NSWOPS (GSG)

H
% CONFIGURATION CONTROL: Once configuration items have %
been identitied and CM procedures implevented, a large i
part ot the "fixed cost" associated with configuration b
management is done. The tollowing disciplines are the B
major constituents used to control (incresental) NSW 3
software changes: i
2
1. Autonomous Component Development: OMC’s are 4
responsible for development and maintenance ot i
individual NSW software components., ACC 15 lesrgely ;
responsible for directing DMC’s to make sottware
changes and upgrades. DMC’s wodify and deliver 3
sottware components which reflect the changes i
requested by ACC or suggested by the DMC’s. ACC :
completely controls integration of new component :
versions into fully operable NSw systenm i

contijurations,

2. Autonomous NSW System Configuration: Associating a
separate NSw system configuration with each major
stage ot the NSw system development process, and
delegating control for each contiguration to a
single NSW organization (see Section 5.1) provides
the mechanisa for controlling cnanges to the NSW
system during the NSW system development process.

3. Release Packaging: When preparing a system release
tor delivery t. PDC, ACC is required to make all
sottware changes kxnown to PDC and NSWOPS., Software
changes directed by ACC usually take one of two
ftorms?

= A fully specified enhancement which must be
implemented by at least one DMC, o

= An STR which documents a problem, deticiency or
improvement (STR’s are accessible to NSw
contractors through MONSTR == gee Section S5.5).

Because ACC controls the inteqgration process.
it {s likely that most NSW software changes are
communicated to ACC by the DMC’s, which can {n
turn be communicated to PDC prior to delivery
of a new release for Q/A,

However, because of autonomous and asynchronous
component development oractices, it is possible
for DMC’s to make changes to components which




are never known by ACC. Since PDC/NSwOPS must
rely on ACC for a complete and accurate picture
ot the incremental software changes which
comprise any given release, we gshould note that
this approach to configuration management is
not foolproof, However, experience indicates
the level of formality and control which nas
oeen achieved is sufficient to assure smooth
evolution Of the NSW systen,

CONFIGURATION AUDITING: Configuration auditing is the
process oy which information is obtained on the current
state or past history of an installed set of NSw
confiquration items, One of the wost fwportant aspects
ot configuration auyditing is the ability to identify
difterences between any two sSets of NSW configuration
items (e.g9., system or comnponent releases), Such
procedures are extremely important in the NSW context
because of IBM and Multics host tamily autonomy (see
Section 5.1). For example, auditing allows ACC, PDC angd
NSwWOPS to determine what changes (if any) have been made
in the sets of IBM or Multics host (tamily)
configuration items (installed in tne NSw Development,
Candidate or User system configurations) without
maintaining control over the set of installed Cl1°’s,
Contiguration auditing procedures have been implemented
and are regularly exercised in each NSW system
configuration (i.e., the Development, Candidate and User
Systems),
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S.7 NSW Release History
Version 3.1 of the NSw system was installed in the NSW User
System contiguration just prior to the contract period covered by
this report. Two (2) major and one (1) incremental release(s)
occurred during the past contract period. The salient features
0of each release are outlined below:
NSw Version 4.9: A major NSW syste® release addressing
several STR’s and also {ncluding a few sijgnificant, but
largely operatore=visipvle (f.e., user=invisiple)
enhancements.
« Released to PDC for Q/A: May 2, 1979
« Major lmprovements:
Support for TOPS=20 version 1218
First release of the Fault LogJer comsponent
) New Checkpointer and TOPS=22 Foreman components
Improved operator intertace
More robust Multics TBH
Separate descriptors £or each tool executable

« Package logs (component compiling/iinking
prescriptions)

STR’s Addressed: Unknown

P——
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« Testing Completed by POCs August 14, 1979

« STR fixes fajiling Q/A: Unknown

= New STR’s identified: 390+ (action suggested by
POC on 128)

= Major (New) Problems:

Database integrity

. « Improved component resilience (especially
: TOPS=20 MS8G)
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Protocol violations
Resource consumption
User interface anomalies
= Released to NSw Users: Never; upqraded to NSW 4.1,
NSW Versjon 4.1: An incremental uparade of NSW release
4,0, addressing many of the problems wmentioned above under
NSW version 4.0,
= Released to PDC for Q/A: sepiemoer 18, 1979
= Major improvenents:
Database integrity proolems resolved

« Component resilience (new TOPS=29 MSG and
Foreman, aand I8M Foreman component(s))

Several protocol violations rectifjed

« Resource consumption (unnecessary component
instances and activations) improvegd

« User interface (error messages, control
characters and connection handling)
siqnificantly upgraded

= STH'S Addressed: 69

= Testing Completed by PDC: September 28, 1979

« STR Fixes Failing O/A: 9

= New STR’s ldentitied: 49 (most of these were
scheduled to be addressed by NS# version 5.0 =« gee
below)

= Major (new) problems:

Keliability scenario tailures

TOPS=22 MSG 1link allocation problems

Local TOPS=22 MSG failures
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NSw Version 5.4:

Forcioly terminated components
Front End faflures
Node size limitations

Released to NSw users: oOctoper 5, 1979

configuration management procedures.

PDC "Test Plan”: July 39, 1980

Released to PDC for Q/A: July 31, 1982

Major improvements:

Support for TOPS~29 version 4; nore resilient
TOPS=29 MSG

New TOPS=22 Foreman cownponent (workspace
creation, archiving and relianility scenarios)

User intertace improverments (restoreld tools,
Foreman workspace and file delivery prompts)

Multics TBH more robust

STR’s addressed: 65

Q/A testing completed oy PDC: Auust 29, 19894

NSAOPS "Interactive Tool Test Sunmary":

PDC "Test Summary™: Septemoer 11, 1984

November

14, 1980

STR tixes failing Q/7A: 8

New STR’s identified: 67

najor (new) problems:

TOPS«=2¥ MSG and Front End falilures {(»ost of the
problems in this area were diajnosed and
corrected before release of NSWw 5,3 to users)

72

A major, new, largyely SIRedirected NSw
system relase also concentrating on release transition and

Raaasaic SPEENEETWITE R GG




Released to NSW users:

October 20,

1989
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6.0 NSW User Interface

In the tirst of two major sections which tollow, «~e provide
the reader with a user=oriented overview 0of NSw functions and
capabilities. This first section sets the staje for tne second
section which summarizes and discusses:

« The current status of the NSW User Systen

- Progress (during the contract period covered by this
report) in evolving the NSw concept, and

= Future directions dictated by known requirements,
deticiencies and problem areas
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6.1 Overview of NSw Capabilities

The NSw system operates in a networking environment and {s
analogous, in its functions and capabllities, to a single=host
operating system, In particular, NSW implements a standard .
command interpretor, providing NSW users with uniform access to: ;

Files resident in NSw’s distriouted file systen ;

e,

= Tools avajilable on NSW hosts in the NSw system
contiguration,

In addition, NSw incorporates a built=in project managenment
facility which provides project managers with a vehicle for i
delegating responsibilities and implementing informal protocols :
among project menbers. An overview of NSW's project management

capabilities, tile systew, tools and comvand lanjuage are each :
covered by the individual subsections whicn follow. ;




6.1.1 Project Management

The project management tacilities of NSW are an integral
part of its design. Each new NSW user is assigned a "project™, a
"node™ and a "password®, which must be supplied during the NSW
authentication sequence (i.,e., LOGIN). Tnus, a user wishing to
use NSW facilities first 1logs in to the assigned node of his/her
project. The user’s loqgin node establishes a context for the
duration of tne nis/nher NSw session,

NSW projects are collections o0f nodes, Much like the
organjzational structure of many companies, the nodes ot a
project form a hierarchy (also called a "project tree®), Each
node must have a "supervisory®" parent and may nave zero (0) of
more sons. We say that a given node was “"created® by its parent
and that a node (with the appropriate "rijnt" - see below) may
act as a "supervisory" parent by creating sons of its own.
(Note: since a node establishes the context for a user’s NSW
session, the terms "node" and “"user® may, at timnes, be used
interchangeably). Nodes establish a context by acting as )
place=nolders for tool and file access "rights", Associated with
each node {s:

= A list of tools which mav be accessed (used) by that
node, and

= A list of file "keys" controlling access to named
(groups ot) NSwW files,

A node may receive rights trom any "supervisory® parent in
the tree ot whicn the node is a direct descendent. A node nmay
give any of its rights to any of one or more of its sons (or
their sons, etc.).

NSW provides built-in project management tools tor:

e Manjipulating (creating and deleting) nodes (or
subetrees) of the project tree

= Assigning rights to and removing rights from a son node

« Examining nodes of the project tree and their tool/file
access rignts

These project management tools are 3overned by tool rights as
well, For example, a user (node) wishing to create a (new) son
node must have received riaghts for the "create node® tool from a
*supervisory” parent,
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To {llustrate NSW project management capabilities, consider
the following example. Initially, there is one node (node "A")
in the project tree (see Figure 6-=1) witn:

Tool rights for:
= All NSW project management tools:
Create=node
Delete=-node
Examine=node
Assigne-rignts
Remove=rignts

= A small set of program development and documentation
tools:

Teco (a text editor)
PL/1 (load and go compiler)
Runott (a text/document processor)
File rignts:
A and B

« (Note: A and B are called "keys" to the NSWw
namespace for tiles., NSW filenames consist of a
number ot “"components" separated by periods (".").
For example, "A.PROJ.TEAM™ is an NSw filename with
separate components, The "xkeysS"™ A and B may be used
to access any NSw file whose name beJjins,
respectively, witn the coxponent A or the comnponent
B. Tne notionh of NSw file rignts has oeen
simplified somewhat tor this example; for additional
intormation, please refer to tne NSm Users’
Reterence Manual® (27)).

Using the creaste=node tool, node A creates nodes B, C and D,
then, using the assignerights tool, 3ives each new node the
rignts snown in ¥Figure 6=2, The rignts assigned by node A allows
only node D to create new nodes (node D can not, however, delete
son nodes). Also, nodes B sand C have & wore restricted set of
file rignts (i.e., "view™ of NSW filespace) than node D, In
tact, node D can access any tile wnhich nodes b or C can create or
access, but because node D has the more 3eneral file right “aA",
it cen also create or access files wnich nodes 8 and C can’t
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(e.g.s tiles beginning witnh A.D), Contiauing with our example,
node D creates three new son nodes (DA, DB and DC) assigning each
the rights shown in Figure 63, After surveyingd the project tree
with the "examine node" tool (which can not be shown
diagramatically nere), node A implements the following project
management decisions?

= Node B will not bpe needed; node A uses the
"delete~node” tool to delete node B (Figure 6-4¢)

= Node A notices that node D has been overzealous in
creating new son nodes; node A uses the "remove
rignts® tool to revoke the "cCreate=node®™ tool rignt
trom node D (Figure 6=5)

= Node DB needs temporary access to some NSw files
which begin with B.A, Node D cannot access tlles
beqginning with 8, 80 s/ne requests assistance from
node A, Node A temporarily assigns tile right B,A to
node DB (see Figure 6=6), out not to node D who
doesn’t need it, ‘

In this examnple, we have examined tne NSW project manadement
capabjilities for:

« (reating and deleting son nodes, and
= Assigning and removing tool and file rights,
we have also tried to provide feeling tor the mnanagerial actions

which may be implemented by project directors and team members
who use the NSw project management tools,.
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(:) {?ools: create-node, delete-node

assign-rights, remove-rights,
examine-node,

teco, PL/I, runoff

File Rights: A, B

Project Node A and Tool/File Rights

Figure 6-1
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Tools: create-ncde, delete-node,
assign-rights, remove-right
examine-node, \

teco, PL/I, runoff
A}

Q File rights: A, B-}

// i S
© O
Tools: nor.e} {'rools: teco, PL/I} &Tools: create-node,

{File Rights: A.B} {File Rights: 1\.CJl assign-rights
examine node

teco, runoff _}
{File Rights: A}

Node A Creates Nodes B, C, D and Assigns Tool/File Rights

% Figure 6-2
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{Tools: create-node, delete-node, assign- ?

rights, remove-rights, examine-node,
A teco, PL/I, runoff J
{ File rights A, B }

e

(®

{Tools: none } {Tools:
{File Rights: A.B} {File Rigits: :
|

create~node
assign-rights,

examine-node,

teco, runoff) 3
File Rights: A }

,//
~
@ teco, teco, }

{Tools: none .} {Tools: runoff, { Tools: runoff,

| pile Righee.
( File Righ's: A’D'A){File Rights: A.D.B) {File Rights: a.o.c}

Node D Creates Nodes DA, DB, DC and Assigns Tool/File Rights.

Figure 6-3




{'rools: create-node, delete-node,
assign-rights, remove-rights,
examine-node, teco, PL/I, runoff}
{File Rights: a, B }

"

-

{Tools: create-node,
assign~-rights,
examine-node,
teco, runoff J

{rile Rights: A}

Tools: teco, PL/I)
File Rights: A.C}

D
{_'l‘ools: none) {Tools: teco,runoff ) [Tools: teco, tunoff}
{File Rights: A.D.A } {File Rights: A.D.8J {File Rights: A.D.c }

Node A Deletes NodeB

Figure 6-4
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é'rools: create-node, delete-node,

e assign~rights, remove-right,

L examine-node, teco, PL/I, runoff}

/’ {File Rights A, B}

{Tools: assign-rights,
[

' Tools: teco, PL/IY PRt examine-node,
- . - ’,' f "
'File Rights: A.C) ///' runof £ ’
- /'/ {File Rights: A}
N // /
: teco, teco,
{ Tools: none} {'rools: runoff ¢ ‘&Tools: runoffj

LFile Rights: A.D.A)} (File Rights: A.D.B} fFile Rights: A.D.C}

Node A Revokes Node B's "Create-Node" Right

Figure 6-5
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{Tools : create-node, delete-node,
assign-rights, remove-right,

examine node, teco, PL/I, runoffj

\{.File Rights: A, B}
, D\ :.'Tools: assign-rights,
y ‘ - .
1 Tools: tecfy}/ \ 2xamine--node, teco,
{File Rights,—R.C/
- \ {File Rights: A

\ runoff f
®

{Tools: nonej [’Tools: teco, runoff'f -{Tools: teco, runoff .

[File Rights: A.D.A} (File Rights: A.D.B, 3.a% [File Rights: a.p.c f

Node A Assigns File Right B.A to Mudc DB, But ot to Node D

Figure 6-6
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6.1.2 The NSW File System

The NSW operating system provides fts users with a uniform
and coherent views Of the N5Sw file system, The NSw file system {s
distributea across the set of network hosts participating in the
NSW system configuration (i.e., those NSW nosts particicating as
File Bearing Hosts =~ see Section 4,4.4); hosts participating in
the NSw file system provide support for:

« Movement ot files between "native® nhost file systems
and NSwW tilespace

= Storage of, and access to files in NSw filespace
« Movement of files petween NSW nosts (as necessary)

= Data translation during movement of a tile from one NSw
nost to another (as necessary)

in the name of unitormity and coherence, NSk tries to make
as many aspects of file access, movement and translation
transparent to the NSw user.

The tollowing example illustrates the file system functions
listed above, including the level of transparency achieved by the
NSW system. For the purposes ot this example, an NS» file named
"A* (containing text) is stored on the UCLA=CCh NS¥W host., AN NSw
user would like to create a copy ot NSw file A in local directory
<B> on the HRADC=20 NSw host under the name "A,IXT", (Tnhe act of
copying a tile from NSW filespace into the "native” host file
system is called "exporting a tile from NSW filespace®.) NSW
provides a user command for "exporting” files, ~nich requires
only that the user designate the name of the NSw tile to be
exported, and where in tne "native® file systea it is to be
placed (i.e., nane, directory, passrord, etc.). To the NSw user,
the tile export is a single command, for «#nich a8 positive or
negative acknowledgement is received., Hosever, to complete the
export operation, the underlying NSwWw macninervy nust proceed as
follows (see Figure 6+7):

1. Move file A from the NSW tilespace on UCLA=CCN NSw
nost to the NSW filespace on the RADC=22 NSw host.

2. Translate the file as it is moved frow UCLA=CCN to
RADC=20 (file translation 1is regquired because
UCLA=CCN and RADC=20 pbelon3 to two very difterent
(4.2.,, incompatible) nost families). As a minimunm,
character conversion (from FBCDIC to ASCII) is
required.
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3. Place a copy of the translated file in RADC=29
directory <8> under the name “A,IXT",

4, Notify the NSw user that the export operation has
been successtully completed.,

Note that all of the file "motion” and translation activity
remains invisible to the NSw user,
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6.1.3 NSW Tools

The NSW operating system provides support tor tour (4)
ditferent tool types; each of these may be characterized briefly
as follows:

1. Management Tools: These tools arte tijhtly coupled to
and deeply imbedded in the NSW software; they are
used to manjipulate specfal NSW project wanagenent
entities called "nodes® and 'tiahts' (see Section
6.1.1) 128},

2« NSW Tools: These tools are implesented using special
NSw operating system primitives specifically designed
to support the construction of "NSW tools™, NO tools
of this tvpe presently exist. See the "NSW Tool
Builder’s Guide®™ (29) for a discussion of the NSw
primitives avalilable to tool builders,

3. 6Batch Tools: These tools are characterized by
"staged" execution. That is, the user aust supply
all parameters, including input/output filenames, job
control parameters, etc prior to tool execution;
these tools are not uyser~interactive except during
the period that runtime parameters are collected. A
job number 1is assigned to each batch tool execution}
the user may query the status of a job and
automatically receives notification wnhen the job has
been comnpleted (or terminated),

S RISy wre o
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4, Interactive Tools: These tools are characterized by
direct user contact and interaction during execution,.
They ditfer from Managewent and NSW tools in that
they are nejither imbedded in the NSw software nor
make use of special NSW operating systea primitives.
Most interactive tools are copies of tools which have
been built for and are regularly used in the “"native®
host (tamily) environment. Using a tecanique called
*encapsulation®, these "native” tools are regularly
installed in the NSw system without modification.
*Encapsulation® is the technique used to mediate all
interactions between the tool ana its execution
environment (i.e., operating system calls); this
includes (re)directing file reterences to either the
NSW system or the "native® host operating system,
Each interactive tool instance is executed in an
assigned area called a "workspace®; the user nodel !
for interactive tools {s complicated somewhat by the
use Oof workspaces for tool execution (see the example
below). Read operations cause NSW tiles to be moved
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into the workspace for the duration ot the tool
session; new files or versions (of existing NSw
files) are also placed in the workspace during tool
execution., Upon termination of the tool session, the
user may elect to “"deliver® new and/or wodified files
from the workspace into NSw filespace.

To illustrate, consider tne manner in which the interactive
editor XED (available on many TOPS=29 hosts, including the
RADC=24) is used to modify NSwWw file "A" stored in NSw tilespace
at UCLA=CCN:

)

2.

7.

The NSw user invokes the XkD tool.

NSW assigns a workspace for the XED tool instance,
starts execution of XED in the assigned workspace,
and places the NSw user {n contact witn the XED
instance (Figure 6=8),

The NSw yser reads file A trom NSw tilespace (Fjigure
b=9); it 1is translated ana moved trom UCLA-CCN to
RADC=24, then into the assigned workspace, and
accessed by XED.

The NSw user modifies file A, creatiny file b stored
in the workspace (Fiqure 6=19).

The NSw user reads file A trom the workspace, then
modifies and creates a new version of tile A (A’ {s
used to distinguish between the orijinal version ot
file A and the new workspace versiosn) in the
workspace (Figure 6-11),

The NSw user terminates nhis/her XED session (i.e.,
guits XeED) and confirms delivery 0f the modified
version ot tile A (A’) and new tile 8 into MNSs
tilespace., Note: Because a ne«# version of tile A
(A°) was delivered into NSw filespace, file A is no
longer stored at UCLA, but rather in the RADC=2¢@
portion of NSW filespace where it was deliveresd
(Figure b6=12).

NSw deallocates the workspace assigned to the XED
instance,
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6.1.4 NSw Command Language

' NSwW provides a number ot user commands, These can be
» categorized and summarized as ftollows:

1.

3.

4.

User Session Management:

Chanje password

Terminate user session (logout)

NSw File Manipulation

Move file(s) between "native” host file system(s)
and NSw tilespace

Copy, delete and rename NSw files
Lock (set a semaphore on) an NSw file

Chanje specificity (the "scope®) of file key
reterences

Tool Session Management:

Instantiate (regquest use ot) a tool instance
Abort an active tool session

Resune an interrupted (e.g., due to host crash)
tool session

Iinformation and Status Query:

Inquire about the status of a vatch job

Display node attributes (e.g., Sons and rights) ot
the user’s login node

List names ot files (which may be accessed by the
nodae)

List file key "scopes” (see "NSW File Manipulation®
commands above)
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6.2 Current NSW User System Status (May 1981)

The subsections which follow summarize the evolution,
progress (both user=visible and user=invisible) and current
status of the NSw system for the period covered by this report.

The NSW software system has improve3 dramatically {in the
last two vears. huch of the progress is of a form which is not
directly user~visible (primarily because so many NSW services are
transparent to users), At the same time, the progress is so
substantial that the absence ot this proaress «ould mean an NSk
system for which NSw users would most definitely discern ("feel")
a difference, During the contract period covered by this report,
the NSs system has: :

1. bBecome easier to operate

2. Emvodied greater economy of concept (and has become ‘
easjier to use) i

3. Reduced resource consumption dramatically
4, 1Improve3d in pertormance and user responsiveness

S. Achieved more reliable and robust operation
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6.2.1 NSW Command Language Status

The NSw user interface (including tne NSW command langquage
and its interpretation) is largely implenented by the Front End
conponent (and its interactions with other NSW components, such
as the WOrkKks Manaqger), Perhaps the most stgnificant acnievement
in this area has bveen the addition 2¢ & new (alternative)
Unix=pased Front End component, The Unix Front End implements a
somewhat ricnher user interface and command set (including, for
example, "immedjate command return node® which allows NSW users
to initiate multiole, concurrently executing NSW commands == see
Section 6.,1.4). However, the syntax for NSw commands implemented
by the Unix Front End differs visibly from that «hich w~as adopted
for the TOPS~20 fFront E€nd, Plans nave been made for installing
the Unix Front End on the AFLC "base systew” configurations
(PDP=11’s running Unix) for the AFLC Technology Demonstration,
This new component has not yet been released for O/A or installed
in the NSw User System configuration.

NO new commands or user capabilities of the kind m»entioned
above (e.g., "immediate command return mode”) nave been
incorvorated into the TOPS=20 Front End implementation, The
command language implemented corresponds to the commands listed
in Section 6.1.4, To provide the NSwWw user witn the best user
interface possible, significant TOPS=20 Front End modifications
were made. These modifications addressed the following user
concerns:

= Component reliability,

= Tool connection management,

= Error reporting, and

= Conhsolidation of user intertace (including control

character functionality, consistent prompting, comsmand
consolidation, etc.).
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6.2.2 NSH

File Systen

Improvements 1In the NSW file system largely depend upon the
evolution of the various host fanily impleaentations ot the File
Package component, ProQress in this area can be summarized as

tollows:

1. A new, nore efficient implementation ot the TOPS=20
File Package component was introduced.

2. The IBM and Multics File Package impleamentations
became mwore dependable and reljable.

3. The following new f£ile tvypes (by host family) were
incorporated into the corresponding host family
implementations of the File Packajge:

TOPS=20 (2):

19X=TEXT
12X=SOSTXT

(D } ]

360=ASM=0BJ
360=MACR20-0BJ
369=-COBOL=SEQ=SOURCE
3602~ASM=SOURCE
360=-PLMBO=0BJ
360=PLM82=SOURCE
360=0OVERPRINT
360=ASMBD=SOURCE

Multics (2):

MTX=TEXT
MTX=LIBRARY
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Unix:
¥% none **

e (Note: A Unix nost family implementation
0f the File Package compoOnent 3Joes not
presently exist.)

4. NSw file transformations nave been comprehensively
tested and major probles areas identitied

5. Protocol moditications nave been desijned to irwprove
user reliaoility, user error reporting, and
performance

Presently, the best (if not tne only reasonaole) measure ot
NSw file system status {s the nuwber of file types supoorted by
each host tamily (see Taple 6-1),
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= TOPS=22 (3):
= 10X=BINARY
= 14X=TEXT
= 19X=SOSTEXT
= Multics (2):
= MTX=TEXT
= MTX-LIBRARY
- 1BM (32):
= 360-TEXT
* 360=-0RIGINAL~BIN
= 360=MACR020~=SOURCE
* 360=ASM=0BJ
= 360=BINARY
= 360=MACRO20-0BJ
= 300=0BUECT
= 360=-C0BOL=SEQ=SQURCE
- 300-C086L-SOURCE
* 360=ASM=SOURCE
= 360-PLI~-CC=SOURCE
= 360=PLI=CC=CARDS
Table 6-1

NSw File Tvpes by Host Family
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Table 6=1 (continued)

= 360=-PLI=CARDS

- 360=JCL ?
= 360-0RIGINAL :

= 360=PLMBV=0BJ

R

= 360=CMS2M=08J
= 364=0VERPRINT
* 304=SPPCOBOL=SOURCE

= 360-PLMBO~-SOURCE

e s ———————r
pEEWRRY

= 360=PLI=SOURCE
= 360=CMS52M=SOURCE

= 360=ASMBO=SOURCE

= 360~=LOAD
* 360=FORTRAN=SOURCE

= 360=CARDS

= 3640-LIST

T

= 369=PRINT
= J360=KEYPUNCH
Unix:

%% not applicable *#

Table b=}

NSw File Types by Host Family
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6e2.3 NSW ToOlsS

Signiticant progress has been achieved in establishing tool
management procedures and inproving the level 0of tool support
provided by the NSw systenm,

The NSW Tool Manager has been largely responsible for
procedural advancements. The Tool Manager has prepared a "Tool

Quality Management and Control Plan®" (30) and a "Tool )
Installation Guide® (31], which together adress the following

tool=related fssues:

« (Tool) selection

= Acceptance

- Installation and maintenance

= Contiguration management

= New tool developrment

= Administration and legal problem3

Improvements in the level of tool support provided by the

NSw system are much like ftile system improvements (see Section
€e2.2) largely determined by evolution of the various host family
implementations ot the Foreman and Batch Job Package componentss
progress in this area is summarized below by host family:

TOPS=20 (Foreman)

- Support for allocation and archiving of tool
sessions

- Improved tool session management, including user
prompts tor workspace tile access

- Simplification of operator intertace
e Improved reliabjility mechanisns

= Proposed protocol modifications to improve
pertormance

Multics (Foreman)

102

xRN,y o g D s gl o B T

T

e —— - .

e g v -




;e

= More reliable and resilient iwplementation

= Support for aborting and rerunning tool sessions

= Support required for the NSw reliability scenarios
= 1Improved user intertace and workspace management

- Support for program execution
IBM (Foreman, and Batch Job Packa3ge)

- lmproved operator support for batch jobs

= Full interactive tool support (excluding NSw
reliability scenarios) '

A measure of tool support status (and proyress as well) may
be gleaned by:

= Jldentitying the new tools installed in the NSw systen
during tne contract period covered by this report
(Table b=2)

= Summarizing the number of tools installed on each host
by “NSW#" tool tvpe as defined in Section 6.1.3 (Table
6=3)

 [temizing NSw tools by name and User System Host (Table
6=4)132]

= Jltemizing NSW tools by "generic" tool type and User
System host (Table 6=5)133)
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TOPS=~20 (5):

18Mm

CONCORUDANCE
ECL

FMTBCPL
PSAVE
SRCCOM

(24):

ASMBY
ASMCOMP
ASMLINK
CoBOL
CUMPRESS
CREALEC
CKEATEL
CREATEV
CREATEP
D1SPLAY
FORTCOMP
FORTLINK
GETC
LETO
GLTF
LIBMAINT
MERGELLHB
PLICOMP
PLILINK
PLMBO
PUTC
PUTO
PUTP
TSOEDIT

MULTICS (5):

ADA
ADA=LSTAT
PDL

RUN
KUN=ADA

Taole 6=2

New NSw Tool by Host Family
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ManaqQement NSw Batch Interactive Total
ISIE S 2 0 29 25
18IC o 2 2 21 21
RADC=20 ] o 2 16 16
CCN 0 2 30 2 32
RADC~
MULTICS 0 2 2 13 13
TOTAL b "] 39 72 107
i_
; Table 6=3

Number ot NSw Tools by User System Host and "NSW®" Tool Tvoe
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GENERIC
NAME

ADA

AUVA=LSTAT

(liprary=statuys)

ALM

ASMB0

ASMCOMP

ASMLINK

ASSTGNRIGHTS (none)

BASIC

N 8CPL -]lE

BLDT ~IE

CMS2Mm

cosdL

CUMPRESS

9 CONCORDANCE =1E
CREATEC

CREATEL

CrEATENOUE (none)

CREATEO

CREATEP

CELETENODE (none)

DESCRIBE «1F

DISPLAY

ECL =1E

EMLOAD

EXAMINENODE (none)

f FMTBCPL =1lE
FORTCOMP

FORTLINK

FURTRAN

FTP olE

GETC

Table
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USCe USCe
1S1IE 1S1C

«IC
=-IC

=IC

-1C

=1C

6-4

NSw Tools by Name and User
{Note: Batch tools are marked

RADC-
29

=R2
=R2

*R2

=R2

HOST SPECIFIC
SUFFIX

RADC=
MULTICS

=RM
=RM

oRM

*RM

=RM

Systeam Host
with an asterisk ("x")]

UCLA=
CCN

=uC
=uC
=uC

=ucC
=uC
=ucC

=UC
=uC

=UC
=uC

=ucC

=ucC
=uC
=uC

=uC

*

® % n




Table 6=4 (continued):

GENERIC - o ae HOST SPECIFIC o eoosa
NAME SUFFIX
USCe USCe RADC= RADC= UCLA-
1SIE 1IS8IC 29 MULTICS CCN

GETO =UC =
GETP «yC *

HELP =RM
HOSTAT =IE «IC aR2

10pT ' =-]E =IC =R2
JIGSAW =IE -IC =R2

L1BMAINT - =yC

LINKER -]1E «IC =R2

MACRO ~I& ~IC *R2

MACRO28 ~IC «UC *

MERGELIB «UC %

MRUNOF ¥ =IE -IC =R2

NETSTAT -1E -1C -R2 T
POL =RM ‘
PL1 *RM

PLL =jC *

PLIBGO eyC *

PLICOMP «UC %

PLILINK =yC *
PLMBD euUC *

PRIM =IC
PSAVE =1E
PUTC =yC *
PUTO =UC *
; PUTP «UC & ‘
! QDX =RM -

REMOVERIGHIS (none) -

Table b6-=4

NSw Tools by Name and User System Host
(Note: Batch tools are marked with an asterisk (“"s%))




Table b6=4 (continued):

GENERIC e e o HOST SPECIFIC - e oeee
NAME SUFFIX

RUN =RM

RUN=ADA ~RM ,
RUNOFF “RM H

SMITE «RM §

S0S -1E eIC «R2 ;
SPELL -1E -IC R2 *RM

SPPCOBOL -UC * )
SRCCOM “IE ~ ~IC -R2 §
TECO. elE ~IC “R2

TSOEDIT -ucC }
UYK20 eIC !
XED ~IE -IC -R2 ;

Table 6-4 )

NSW Tools by Name and User System Host
(Note: Batch tools are marked with an asterisk ("%»)]

- e e e e
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TYPE OF GENERIC HOST SPECIFIC

TOOL NAME SUFFIX
USC= USC=  RADC- RADCe UCLA-
1SIE 1SIC 20 MULTICS CCN
ASSEMBLER:
ALA =RM
ASMCOMP -UC *
N MACRO -IE -1C *R2
COMPILERS
ADA =RM
BASIC RN
BCPL ~1E -IC =R2
CUBOL -UC * .
FORTCOMP -UC *
FORTRAN =RM =UC *
PL1 =RM
PLI -UC *
PLIBGO -uC *
PLICOMP =UC *
SMITE =RM
SPPCOBOL =UC *
: CROSS ASSEMBLER:
3 ASMBO «UC *
M MACRO20 -IC -uc »
: CROSS COMPILER: ,
: CMS2M -UC * o
; PLMBD =UC * g 5
‘ DEBUGGER:
: BOOT ~1E -IC *R2
‘ ioot -1E -1C *R2
; |
; Table 65 5

#8w Tools by Generic Tool Tvpe and User System Host i, i
(Note: Batchn tools are marked with an asterisk (°"s")) Xk i




Table b=5 (continued):
TYPE OF GENERIC .-
TOOL NANF

EDITOR:
VEDX
808 ~1E
TECO ~1E
TSUEDIT
XED ~1E

EXECUTION SUPPORT
RUN
RUN=ADA

FILE UTILITX?
DISPLAY
FTP ~l1E
SRCCOM b 1

INTERPRETER:
ECL ~1E
PLIBGO

21BRARY UTILITY:

ADA=LSTAT
COMPRESS
CREATEC
CREATEL
CREATEO
CREATEP
GETC
GETO
GETP
LIBMAINT
MERGELIB
PUTC
PUTO
PUTP

Table 6=5
NSw Tools by Generic Tool Type and User System Host

-IC
=IC

=1C

=iC
=1C

HOST SPECIFIC

-R2
=R2

aR2

.Rz
=R2

SUFFIX

*RM
=Rn

-RM

=uC

=uC

=UC

=ucC
«uC
=uC
=ucC
=UC
=UC

=UcC.

=uC
=uC
«UC
=UC
=ucC
=UC

(Notes Batch Tools are »arked with an asterisk (“x»))
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Table o<5 (continued):
TYPE OF GENERIC
TO00L NAME

LINKEKS
ASML INK
FORTLINK
LINKER
PLILINK

NSw MANAGEMENT:
ASSIGNRIGHTS
CREATENODE
DELETENODE
EXAMINENODE
REMOVERIGHTIS

PRIM EMULATOR:
EMLOAD
JIGSAW
PRIM
Ul1050
UYK29

PRUGRAMMING AJD:
CUNCORDANCE
FmTBCPL
PLL
PSAVE

SPELLING COURRECTOR:
SPELL

NSw Tools by "Generic® lool Tvpe and

=-1E

(none)
(none)
(none)
(none)
(none)

-lE

~1E
1€
-JE

-lE

Table b=5

=-1C

=-IC
~1C
=-1C
«1C
-1C

=1C

HOST SPECLFIC

SUFFIX
=uC
=UC
=R2
=-ucC
=R2
=RM
*R2 =RM

User System Host

»

|
|
|




Table 6=5 (continued)

TYPE OF GENERIC ® e = HOST SPECIFIC - = -
TOOL NAME SUFFIX
SYSTEM INFO3
DESCRIBE IE -IC =R2
HELP =RM
HOSTAT =1E =IC *R2
NETSTAT =1E =IC *R2
TEXT PROCESSOR:
MRUNOFF =1E =IC *R2
RUNOFF =RM
Table 6-5

NS¥W Tools by "Generic® Tool Type and User Systea Host

[Note: Batch tools are marked with an asterisk ("%%"))
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6.2.4 User Documentation

At difterent times in the project’s history, various NSw
user oriented documents have pbeen prepared, Tnese include:

= "The NSw USers’ Reference Manual®™ (35])

= "The NSw Users’ Guide™ (361},

= "Interim NSw Managers’ Tools" [37]

= "The NSw Beginners’ Gujde®™ [38)
Currently, the only docusent that 1is maintained updated 1s the
*NSW User‘s Reterence Manual®, GSG updates this document for

each new system release, GSG was also tasked w#ith preparation of
an "NSk User Impact Bulletin®™ for each NS« systew release,

The "NSw User Impact Bulletin®™ [38) augments the "nNSw Users’
Reterence Manual®. The Bulletin was designed to pe a nhighly
modular compendium of notes: ! .

= identifvying all user visible changes associated with a
new gystem release, These changes can take many forms,
including new or chanqged command functionality,
elimination of bugs found in earlier releases, improved
error messages, and new tools, implementation or nost
facilities.

= jdentitying all known uSer issues and lisitations that
exist in the current release, an3d suggesting how to
respond to each.

= augmenting existing NSW user documents as needed, For
example, the UIB attempts to clarify, expand, and
provide additional background on user features that mav "
be misunderstood or are counter=intuitive in tneir oo
application,

= supplementing the NSw user documentation by supolving
intormation not otherwise availavple, For example, the
UiB comprises the only uniforms docusentation ot )
operational differences between tools in the NSw .
environment and their pehavior in the native host
environment (with the possible exception of UCLA tool
documentation == gee below).

Items which fall into the above categorjes are typically
presented as jincremental updates relative to tne last NSw svstem
release., Such items are Qenerally removed from the “"User lmpact

113




Bulletin® within the next two NSW system releases, However, some
items remain in the “"User Impact Bulletin"” untii they are
incorporated into more suitavle user documentation (e.3.., the
"NSW Users’ Reference Manual®). with the above requirezents in
mind, the "User 1mpact Bulletin” was designed So that incremental
moditications could be made easily and quickly.

"User Impact Bulletins® have been prepared and distributed
for NSW releases 4.1 and 5,0 (39,42), In adadition, a “special"
version of the "User impact Bulletin™ for NSW 4,1 [41),
containing only tnose items to be considered as candidates for
inclusion in the "NSW Users®’ Reterence Manual®™, was prepared for
ACC., Preparation and adistrivution of updates to the NSw 4,1
"User Impact Bulletin® [42) was testimony to viability ot tne
plan for quick, incremental moditication ot the "User Impact
Bulletin®. Atter the “User Impact Bulletin™ for NSW 4,1 had been
completed, a plan for maintaining the "User Impact Bulletin® was
prepared and distributed to interested parties (43),

During development of the "User Impact Bulletin®", GSG
conducted a review of the existing NSW user documsentation {44},
Based in part on this review, user documentatisn requiesents were
identified and documented. These requirements were then compared
to the current state of NSw user documentation, and specitic
tasks were proposed to address known deficiencies (45]).

In the separate area of NSW tool documentation (describina
operability ot individual tools shich have been installed in tne

NS® envaironment), UCLA nas provijed docunentation for tne
following 18M tools installed in NSw.

- *Using The UCLA Native Languaje Processing Tool
Kits™ (46)

= "using The DISPLAY Tool"™ (47)

= "yUsing The TSOEDIT Tool" (48)

= "ysing the UCLA PL/1 Tool Kit" ([49]

« *"ysing The UCLA Interim Library Management Tool
Kit*® (59)
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b.2.5 Future Directions and Problem Areas

Probably the most important developrent planning that E
occurred auring the contract period covered by this report has
been:

= Formulation of the functional and perforaance
attributes required tor the AFLC Technology
bemonstration,

= Recognition of NSW structural, performance and feature
deticiencies relative to Demonstration needs, and

- Preparation ot a developnent plan for addressing
Technology Demonstration support.

&
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During the latter half of the contract period, an NSw Analvsis
Group (chaired by Bob Thomas of BBN) was created. This internal
group was assigned the following tasks:

= Jdentify NSw requirements (for the AFLC Technology
Demonstration)

= pPrepare a functional specification which conforms to
the identified requirements

- pDevelop an evolution plan for realizing the specitied
NSw functions

Based on input from NSW users and contractors, the Analysis
Group identified and documented NSW requirements in a document
referred to as tne "NSw Concept Paoer" (51]., GSG also proposed
requirements [(52) and reviewed the requirewents distributed by
the NSW Analysis Group (53). Subsequently, the Analysis Group
prepared a revised NSW Functional Specification (54). This plan
will serve as a guideline for NSW development activities during
the Technoloqy Demonstration period. A suwmary of NSW system
areas likely to receive attention, and examples of proposed
improvements follows

= User Interface

e User 1/0 commands (e.q,.,., display contents of a file
on the user’s terminal)

. User information and status reporting commands (e.q.,
system status, file attrioutes, etc.)




o Improved error reporting (e.g., report abnormal
conditions to the NSw Fault Log3jer)

= Simplified User Model

+ Single, unitorm namespace tor files and tools
(executable prograns)

= Tool Support

. Tool chaining (e.g., compile, then link, then load
and execute by invoking one rather than three tools)

User "owned"™ workspaces
= FfFile System
User "owned"™ segments of NSw filespace
Improved file translation and tvping
Additional file access nethods (e.q.,, direct access)
Reliable transfer ot long tiles
= Performance

Optimized file motion and access$ pProtocols

. Support for "native" services (i.e., tools and
servers w~hich operate in port "outside®™ of NSW, in
the "native® host environmnen:)
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6.2.6 NSW Avalilapbility

NSW System Operations (NSWOPS) Is responsible for operating
the NSW uUser System configuration on behalf of tne NSW user
community. A goal of GSG’s NSW operations group has peen to
achieve maximum NSW avallability during operator attended periods
(9 AM = 5 PM EST, Monday = Fridav). This means that NSw svstenm
downtime should correlate as closely as possible to the duration
of NSw host outages (especially the "Core Systea™ Host == see

Section 4.4.3).
To provide a measure of service provided by NSWOPS to the

NS% user community, aggregate statistics ot NS« avaflaoility for
the period October 8, 1979 through Novemoer 19, 1981 are

summarized below?

Tine Period

Operator Operator
Attendesd Attended and
only Lnattended
(M=F, 9=5) (M=F, All Dav)
Average weekly Downtime
(hours & minutes) 3:38 44302
NSw Availability (%) 91% 74%

The above figures are saved onh "Core Systen® availability
statistics accumulated since October of 1979, (Note: NSw can
continue to operate in tne tace ot some none%"Core System™ host
outages; however, the ANSw system remains completely unavailable
to users during "Core System™ Host outages,)
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7.0 NSW System Operations

During 1978, an NSw Operations Office (NSw0OPS) was
establisned at the Rome Air Developdent Center, GSriftiss Air
Force Base, Rome, New York., Since that tine, onesite GSG statt
members have been expanding and evolving the NSW Operations
Center which is responsible for the NSw User System, NSWOPS
tasks and responsioilities are reviewed in the first section
which follows, 1The second section discusses NSWOPS activities
and contrioutions during the contract report covered by this
period.
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7.1 NSWOPS Responsibilities

The major responsibilities of the NSw Operations are
summarized below:

1. Install and cperate NSw system releases In the NSW
User System configuration

2. ULevise and automate operational procedures; aoply
these (automated) procedures to tne NSa User and
Candidate System contiqgurations.

3. Provide technical support to the NSW user community,
assuring expeditious resolution of all user questions
. and proolems; develop an accounting system for
‘ tracking all user inquiries and Software Trouble
Keports (STR’s).

4, Provige user intormation services including an NSW
HELP tacility and usage reporting for the NSw
q opverations datapase,

S. Prepare NSw user documentation including a "User
Impact sBulletin® summarizing pertinent intormation
tor use ot the NSW system and its tools, including: 1
inprovenents, outstanding ougs, liwmitations,
anomolies and procedures for dealing w#ith and/or
circumventing tnese,

6. Implement confijuration control and auditing
procedures in tne NSW User System contjijuration,
Mmaintain the NS4 Documentation Repository, placing
NSe documentation under contiquration control

7. Support PDC Quality Assurance (Q/A) activities by
operating tne NSw Candidate Systen and participating
in O/A testing under PDC’s direction,

A more detailed discussion of NSwWOPS activities and achievements
may be found in the Section (7.2) which follows,
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T.2 NSWOPS Activities and Accomplishnents

The major accomplishments and contrioutions of the NSw
Operations Organization (NSwOPS), in each major area of
responsibility (see Section 7.1) are sumnarized velow:

1. User System Operations

This task primarily concerns the application of
(automated) operational procedures (see 2 below) to
operation of the NSW User Systes configuration.

Due to autonomous operational reguirements of the 1BM
and Multics hosts, the scope ot NSWOPS’ operational
activities is limited to the set of TOP6+20 ARPANET
hosts participating in the User Systea configuration.
The IBM and Multics hosts operate priwarily i{n an
"autostart™ mode; little if any operator intervention
is ever required (except, possibly to track=down
buqs). é

gl M-m..m,.,-,,,\h_“» PR

The set of participating TOPS=22 nosts sust, of
necessity, include the "Core Systea" Host, Most of
the operational requirements imposed by the NS«
system are focused on this "Core System®™ host, where
control and synchronjzation are centralized and the
critical system databases (user, file and tool
catalogs) are maintaines,

NSWOPS strives to achieve maximum system availability
for the NSW user tommunity., NSWOPS has been very
successful in meeting this self-iwposed goal (see
Section 6.2.,6 for detajls),

2. NSw Operations Procedures

NSWOPS {s tasked with development of manusl and
automated procedures for ooperating NSW system

configurations, Due to the nature of the operator L
intertace, procedures tor operating NSW systess _tend ‘
to be many, varied and complex, In spite of this, )
much has been achieved during the contract period in
the areas of procedure development and automation.

NSW operators must, minimally, be concerned with B X
procedures for: ’ '




3.

-« Installing new NSW system releases, and
= (perating installed releasges
Development and documentation ot a "kernel"™ set of

operations procedures for release installation and
operation, a significant undertaxking, was completed

during the contract period covered by this report (55].
In addition, the following procedures were partially or

completely automated:
= Installation of new NSW system releases
= Recognition ot:
NSw failures
NSW ARPANET host outages
Restoration of nost service

« QOperator notification of host failures and
restarts

« Host clean=up and restart
User Support and Technical Assistance

NSWOPS is loqgically (and has officially been
designated) the ftocal point for resolution ot user
questions and problems, In support of this
responsibility, NSWOPS was tasked with the )
development of a Software Trouble Repotrt accounting
system which could be used to track outstanding user
questions, bug reports and new feature requests (as
well as contractor=reported bugs and deticiencies).
GSG designed and implemented a nighly parametric and
tlexible accounting system based on the existing
ARPANET mail tacility. However, after:

« Considerable experience had been Jained with the

majil-based system, ani
« Volume had increased dramatically, and

« Requirements for controlled interaction between
NSwW users became apparent,

A protocol=oriented tool ftor MONitoring STR’s (MONSTR)

was conceived, designed and implemented by

massachusetts Computer Associates (COMPASS). For more

on STR processing, see Section 5.5.
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4.

User Intormation Services

NSWOPS serves as a conscientious, accurate source ot
information about NSk system features status and use,
NSwWOPS has been responsible tor developing a number
of venicles tor communiceting information to NSw
users:

= Periodic usage reporting ?
= Auytomated status reporting

= An integrated, user=oriented inforwation utfility
(HELP facility)

« The "NSW User Impact Bulletin” (see S5 belos or
Section 6.,2.4)

At the beginning of each week, NSWOPS prepares,
publishes and distripbutes a report detailing
availability and utilization of the NSw User System for
the preceeding week, A sample “"seexkly Usage Keport"
appears in Appendix D,

System status reporting is an inte3jral part ot the
automated host tajilure and restart recognition process
(see 2 apove), Users may query current system status
intormation (maintained by this automated operator
utility) tnhrouah a special TOPS=23 comnand at RADC=2¢
or the NSw HELP facility (see below),

NSWOPS was tasked with development 9f an NSw HELP
tacility for the NSW user community, First, a
specification detailing:

e Intormation requiremnents
« Functional requirements
= User interface !

was prepared for review [(56)., At tnhis stage it bpecame
apparent that ambitious recuireaents could be realized
through a tacility, ot qreat 3Jenerality and power,
which could also be constructed at a very reasonable
cost. The product of this etfort is a niah=quality,
integrated information utility wnicnh:

= Provides a uniform interface to wide variety ot
intormation
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* Allows inforsation to oe added or exchanged 5
without modifving software

= Provides an easily extended topical index, and
= 1s user-oriented and friendly
« This tacility, available as an NSW tool, provides NSW

users witn oneline, interactive access to the following
intormation:

= ©*NSw User 1Impact Bulletin"®

= "NSw Users’ Reference Manual"

= *"Interim NSw Managers’ Tools"

= "NSw Documentation Summary®

= DESCRIBE Tool databases

= HELP=KM tool databases
= Current NSW system status (as descriped above)

« 1In addition, the HELP Facility provides a netmail
conduit petween NSW users and NSWOPS, It has been
provided so that NSW users may send written
communications to NSWOPS from witnin NSw, Among other
things, this provides NSW uysers witn a mechanisnm,
internal to NSW, tor initiating inquiries and Software
Trouble Reports (see 3 above), Wwe refer interested
readers to Appendix C which provides a thorough
overview of the NSWw HELP facility == {ts goals,
functions and intormation.

5. User Documentation

The "User Impact Bulletin®™ is NSWOPS‘’ major
responsibllity in the area of user docusentation. In
addicion, NSWOPS has shown a conscientious interest
in understanding and responding to user documentation
needs. We refer the reader to Section 6.2.4 where
poth of these items are discussed in detail.

b, Configuration Management

Contiguration management is an integral part ot
managing the NSW sottware developwent process (see
Section 5.6), NSWOPS is responsible tor implesmenting
configuration management procedures devised by PDC in
the NSW User System configuration., NSWOPS controls
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changes to (i{.e., the introduction of new
confiquration items into) the NSW User System
configuration and performs periodic audits to verity
contormance with the baseline configuration (this 1is
most important for the IBM and Multics nost
configurations which are not directly under NSWOPS’
operational control), In addition, NSWOPS is
responsiple for controllini and auditing changes to
the NSW Documentation Repository, whicnh is the focal
point for collection and dissemination of all NSW
documentation. Procedures tor vaintaining the NSW
Documentation Repository nave peen devised and
partially automated (57). These oprocedures
automatically:

= Update an index ot documentation repository
contents, and

= (Generate a tormatted "NSw Docuwentation Summarv"®
which 1s publically available to finterested NSw
contractors and/or users

« The bDocumentation Repository index 1is in a fornat
compatible with and accessible througn tne NSw HELP
tacility (see 4 above),

sy st

7. Q/A Testing Support

NSwOPS supports PDC’s OG/A testing activities in a
number of ways:

= (peration of the NSW Candidate System during G/A
assessment periods

= Assistance in preparation and/or nodification ot
test plans, methodolo3ies and scripts

= Application ot tests to new NSW system releases

» Assistance {n preparation of test scenarios and
reports

« Q/A assessment activities are very nuch 8 joint effort \
between PDC and NSwOPS., It is, therefore, not easy to
distinguish the specitic responsioilities (other than
Candidate System operation) of one organitational ) :
entity trom the otner, We reter tne reader to Section ‘J
5.4 for a more detailed discussion of GSG’s (PDC and
NSWOPS) Ouality Assurance activities.
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8.2 AFLC Technology Demonstration

GSG (PDC) nhas played a major role in the planning and
development of the NSW AFLC Technology Demonstration. PDC has
contripbuted directly to the demonstration olanning activities
througnh participation in the "NSW Working GroupP” created for that
purpose. At RADC’s request, technology transfer (58] and
demonstration milestone (59] plans were proposed for the
demonstration.

Early in the planning stages, the NSW working Group
concentrated on identifvying and jeveloping application scenarios
for the technology demonstration., GSG proposed a procedure for
the {dentitication and development of these apolication scenarios
le0],

The tollowing four application areas were identitied by the
participating AFLC sites as candidate demonstration scenarios:

1. Configuration Management
2. Emulation Support

3., NSw Tool Repository

4. ADA Training

Configuration Management was selected by the AFLC’S as the
demonstration scenario which should receive highest priority.

GSG was assigned responsipbility for coordinating and developina
the Configuration Management scenario. GSG responded by
developing a general multi-~level approach to development ot the
CM scenario [b1), and by proposing a specific tool=based aporoach
for implementing the scenario [62).

The tuture requires turther retinement and developsent ot
the approach tor the Configuration Manaqgement scenario which will
be achieved by!

= working with particivating AFLC’s to fdentity
requirements

= Preparing a suitable NSwWebased CM capability

= Testing the NSwebpased CM capadbiliity prior to
demonstration, and

Supporting AFLC use of the CM capability during the
demonstration period,

»boraldy
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Appendix B: Generic Configuration Items

Tnis appendix is designed to complenent tne discussion of
NSw "Configuration Management” which appears in Section 5.6 of
this reporte.

In the three (3) subsections which follow, this appendix
summarizes the decomposition methodology used to identify
“generic configuration items®™ and enumerates the current set ot
generic Cl’s for each of the following “packets":

= NSW System packet

-~ TOPS=20 Host Family packet. Due to the
autonomous operational requirements of the 1lé&M
and Multics NSw hosts, the set of "packets"
covered by this appendix excludes the Host
Family packets for these host families.




B.1 Generic Contiguration Items (CIs)

The set ot generic Cls for the NSw System consists 2f the

following two

(sets of) "packets":

I« The "NSw System Packet”, identitving the ClIs generic
to the (entire) NSWw system, consists of the following
three ftems:

1)
2)
(3)

System dJdatabases list
Operator aids 1list

System Jdocumentation lists, one tor each ot
the following sets ot documentation:

(A) Hosteindepengent functional
specifications

(B) Release docuwnentation
(C) User documentatjion

(D) Operations documnentation

I1. (A set ofl] "Host Family Packets"™, identifyinqg the Cls
tor each host family implementation of NSw
tunctionality, consists ot the tollowing three (sets
0t) packets:

1.

2.

e emtemees == o

A "Generic Host Packet", identifving the Cls
conmon to one or more host conponents (see
*Comnponent Packets”™ below), consists of the
tollowing four itewns:

(1) Databases list

(2) Utility executables list

(3) Operator aids 1list

(4) Docunentation list

(A set ot) "Component Packets", identiftying the
CIs tor eacn nostesoecific component of NSWw

functionality, consists of the ftollowing tive
itens:
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(2)
(3)
(4)

(5)

Component executables list
Component databases list
Utility executables 1ist
Operator aids list

Documentation list

3. [A set ot) "Tool Packets™, identifving the Cls
tor each NSw tool of the host family, consists
of the following four items:

(1)
(2)
(3)
(4)

Tool executables list
Tool databases list
Operator aids list

Documentation list

The generic CIs for the "NSW System®™ and the TOPS5=20 Host
Family "packets" are enumerated in subsections B.,2 and B.3 which
follow,




R ou N

B.2 NSW System Packet
The NSW system packet contains the following (sets of)
generic contiguration items:
(1) System Database(s): CONFIG.BAS (A) {Universal
Configuration bLatabase (UCD)])

(2) Operator Afid(s): none (’none’ = no contiquration
item(s) to be CONTROLLED]

(i) Svstem Documentation?
(A) Functional specifications

(1) "NSW Functional Specitication® (A)
L°A° = an up=to=date revisjion to be
supplied by the Architecture Control
Contractor (ACC) during release
transition to the Product Development
Contractor (PDC)).

(2) "System/Subsystem Specitication® tor
each ot tne following 3Jeneric
tunctional components?
= Batch Job Package (A)
= Checkpointer (A)
= Dispatcher (A)
= Front End (A)
=« Fault Looger (A)
= Forenan (A)
= File Package (A)

e MSG (A)
= QOperator uUtility (A)

= Works Manager (A)
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(8)

)

(D)

(3)

= Works Manager Operator (A)

*Universal Conftiqguration Datavase
(UCD) Specification®™ (A)

Release Docunrentation

(1)

User

(1)

(2)

(3)
(4)

(5)

"Release~Specific Docuvwentation®
tcovering all nost (family)
implementations) (A)

Documentation

*NSw Beginners’ Guide” (P+) (°P’ = an
up=to=date revision to oe supplied by
PDC; ‘+° = an up-=to=date revision to
be supblied shortly after release
transition trom PDC to tne NSw user
communityl.

"NSe Users’ Reference Manual"
irevisions tor ootn tnhne TENEX/TOPS=20¢
and UNIX Front Ends) (A)

*NSw Users’ Guide®" (A)

"Interin NSw Manager’s Tools® [until
incorporated in the "NSw User’s
Reference “Manual®™) (A)

“User Iwpact Bulletin®™ (0¢) (°D’ =
up~to=date revision to be supplied by
NSw Operations (NSwWOPS))

Operations Documentation

(1)
(2)

*NSw Installation Guide”™ (A)

"NSw Operations Guide® (0¢)
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B.3 TOPS=22 Host Family Packet

The TOPS=22 Host Family packet includes the following
(sets of) generic Cl packets:

1. TENEX/TOPS=20 Generic Host Packet:
(1) Database(s): none
(2) Utility Executable(s): LOGUTL.EXE (A)
(3) Operator Aid(s): none

(4) Documentation: none

¢. TENEX/TOPS=22 Component Packet(s):

Checkpointer:

———

(1) Component Executable(s): CHKPTR.EXE (A)

(2) Datapase(s): none

(3) utilities: none

(4) Operator Aid(s): none

(5) Documentation:
= Interface Contormance Report(s): (A)
= Program Maintenance Manual(s): (A+)

= QOperator Manual(s): (A)

Dispatchner:

(1) Component Executable(s): DSPCHR.LXE (A) and
NSWROOT.EXE (A) 1

(2) Datavpase(s): none

(3) vUtilities: none
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(4) Operator Aid(s): none

(S) Documentation:
= Interface Conformance Report(s): (A)
= Program Maintenance Manual(s): (A+)

= QOperator Manual(s): (A)

Front End:

(1) Component Executable(s): FE.EXE (A),
FETHOL.EXE (A) and UNTLNT.EXE (A)

(2) Database(s): none

; (3) Utilities: none
(4) Operator Aid(s): none
| (5) Dbocumnentation:
= Interface Conformance Report(s): (A)

= Program Majintenance Manual(s): (A+)

= (QOperator Manual(s): (A)

Fault LogQger
(1) Comoonent Executable(s): FL.EXE (A)

(2) Datavbase(s): none

(3) utilities: FLTEST.EXE (A) and FLOPER.EXE
(A)

(4) Operator Aid(s): none

(5) Documentation:
= Intertace Conformance Report(s): (A)
= Proyram Maintenance Manual(s): (Ae)

= QOperator Manual(s): (A) :.




File Packaje
(1) Cowponent Executable(s): FLPKG.EXE (A)
(2) Datapase(s): none
(3) Utilities: none
(4) Operator Af{d(s): none
(5) Documentation:
= Interface Contormance Report(s): (A)
= Program Maintenance Manual(s): (A+)
= Operator Manual(s): (A)
Foreman
(1) Component Executable(s): FOREMAN.EXE (A)
(2) Database(s): none
(3) uUtilities: MKCOM.EXE (A), LOGRED.EXE (A)
(4) Operator Aid(s): none
(5) Documentation:
= Interface Conformance Report(s): (A)
= Program Maintenance Manual(s): (A+¢)
= Operator Manual(s): (A)
MSG
(1) Component Executable(s): MSG.EXE (A)
(2) Datapase(s): MSG=GENERIC=NAMES (A),
MSGeNETNORK=CONFIGURATION (A)
(3) utilities: none
(4) Operator Aid(s): none
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(5) Documentatioqs

= Intertace Contormance Report(s): (A)
= Program Maintenance Manual(s): (Ae¢)

e Operator Manual(s): (A)

Operator Utility:

(1) Component Executable(s): OPRUTL.EXE (A)

(2) Database(s): none'

(3) Utilities: none

(4) Operator Aid(s): none

(5) Documentation:
= Intertace Conformance Report(s): (A)
- Program Maintenance Manual(s): (A+)

= Operator Manual(s): (A)

works Managers
(1) Component Executable(s): " wM,EXE (A)

(2) Database(s): WM=ONLINE,TABLES (skeleton])
(A), DBwTF.,1 [skeleton) (A), DBFCE,!
(skeleton] (A)

(3) Utilitiest SIMWMT. EXE (A), SIMWTF.EXE (A),
SIMINF.EXE (A), DMPUTL.EXE (A), DB3STAT.EXE
(A), TBLTRN.EXE (A) ([Note: Database
conversion procedures shoui$ be included in
the "NSw Installation Guide- (see "“System
Documentation Packet")]

(4) Operator Aid(s): DO files for creatings

= The Checkpointer Control Entry in the
vworks Manager Database

Database skeletons for WM=ONLINE.TABLES,
DBWTF.1 and DBFCE.1

e AP - e
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(5) Documentation?
= Intertace Contormance Report(s): (A)
« Program Maintenance Manual(s): (A+)

= QOperator Manual(s): (A)

works Manager Operator: ;
(1) Component Executable(s): wMO,EXE (A) |
(2) Dataopase(s): none
(3) Utilities: wMOUTLJ.EXE (A)
(4) Operator Aid(s): none
(5) Documentation:
- Interface Conformance Report(s): (A) |
= Program Maintenance Manual(s): (A+)

= QOperator Manual(s): (A)

3., TENEX/TOPS«2?2 Tool Packet(s):

sCPL
(1) Tool Executable(s): BCRL.EXE (T) (°T® = an
up=to=date revision to be supplied by th
NSW Tool Manager) ‘

(2) Database(s): to be identified

(3) Operator Aid(s): DO tiles for creating tool
and jloval tile descriptor entries in the
WorKks Manaqer database

o e

(4) Documentation:
= Installation: to be identified

- NSweSpecific: to be identitied

.
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= Native Host: to pe jdentified

BOOT:
(1) Tool Executaple(s): BODT.EXE (T)
(2) Database(s): to be ifdentifjied
(3) Overator Aid(s): 00 tiles for creating tool
and global file descriptor entries in the
wWorks Manager Jatabpase
(4) Documentation:
- Installation: to be identitied
= NSweSpecitic: to be jdentified
= Native Host: to be fdentitied
CONCORDANCE:
(1) Tool Executable(s): CONCORDANCE.EXE (T)
(2) Database(s): to be identifjed
(3) Operator Aid(s): DO files for creating tool
and qQlobal file descriotor entries in the
Works Manager databpase
(¢) Documentation:
= Installation: to be fdentified
- NSW-Specific: to be identiffed
= Native Host: to be identified
DESCR1BE:
(1) Tool Executabple(s): DESCRIBE.EXE (T)
(2) Datavbase(s): to pe identitjied
(3) Operator Aid(s): 00 files for creating tool

and global flle descriptor entries in the
works Manager database
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(4) Documentation:
= Installation: to be identified
= NSW=Specific: to pbe identified
= Native Host: to be jidentified
ECL:
(1) Tool Executavble(s): ECL.EXE (T)
(2) Datavase(s): to be identitied
(3) Operator Aid(s): DO tiles tor creating tool
and global file descriptor entries in the
wOoIrKS Manager Jatabase
(4) Documentation:
= Jnstallation: to be jdentified
= NSw=Specific: to be identified
= Native Host: to be jdentifjed
EMLOAD:
(1) Tool Executavple(s): EMLOAD.EXE (T)
(2) Database(s): to pe jidentitied
(3) Operator Aid(s): Do files tor creating tool
and gloval file descriptor entries in the
wWOorKks Manager database
(4) Documentation:
= Installation: to be identitied
= NSW=Specific: to pe identlfied
= Native Host: to pe jdentitied
FMTBCPLS
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(1) Tool Executable(s): FMIBCPL.EXE (T)

(2) Database(s): to be jdentitied

(3) Ovperator Afd(s): DO tiles tor creating tool
and global file descriptor entries in the
works Manager database

(4) Documentation:
« JInstallation: to be fdentitied
= NSweSpecific: to be ifdentified
= Native Host: to be identitfied

FTP:

(1) Tool Executable(s): FIP.EXE (T)

(2) Database(s): to pe identified

(3) Operator Aid(s): DO tiles tor creating tool
and global file descriptor entries in tne
wOTrKs Manager database

(4) Documentation:
= Installation: to be ifdentified
« NSw=Specific: to be identified
« Native Host: to be identified

HOSTAT:

(1) Tool Executable(s): HOSTAT.EXE (T),
NETSTAT.EXE (T)

(2) Datapbase(s): to be identitied

(3) Operator Aid(s): DO tiles tor creating tool
and global file descriptor entries in the
wWorks Manager database

(4) Documentation:
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Installations to be jdentified

NSweSpecific: to be fdentified

Native Host: to be fdentified

100T:
(1) Tool Executable(s): IDDT.EXE (T)
(2) Database(s): to be identified
(3) Operator Aid(s): DO files for creating tool
and global file descriptor entries in the
wWOorks Manager database

(4) Documentation:

Installation: to be identified

NSW=Specific: to be identified

Native Host: to be identified

JIGSAW:

(1) Tool Executable(s): JIGSAW.EXE (T)

(2) Dbatabase(s): to be identified

{3) Operator Aid(s): D00 files for creating tool
and glopal tile descriotor entries in the
wOrks Manager Jatabase

(4) Documentation:
-~ Installation: to be fdentified

NSWeSpecific: to be identified

Native Host: to be fdentified

LINKER?
(1) Toul Executable(s): LINKER.EXE (T)
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(2) Oatapase(s): to be identified 1 1

(3) Operator Aid(s): DO files tor creating tool
and qloval file descriptor entries in the
wOorks Manager database

(4) Oocumentation:
 1Installation: to be fdentified

= NSweSpecific: to oe identified

e _SVITRTLWERICE

= Mative Host: to be jdentitied

MACRO:

(1) Tool Executaple(s): MACRO.EXE (T)

(2) Database(s): to be identified
(3) Operator Aid(s): DO tiles for creating too]
) and global file descriptor entries in tne :
#OTKS Manager database i
(4) ULocuvrentation:
= Installation: to be iaentitjed
« NSWweSpecitic: to be identifies

= dative host: to oe identitied

d MACRD20:

(1) Tool Executaple(s): MACRO22.EXE (T)

(2) Database(s): to be identitied

(3) Operator Afd(s): DO tiles £or creating tool
and global tile descriotor entries in tne
works Manager datavase

(4) Documentation:

= Installation: to be identitied

NSweSpecitic: to be jidentifiea




= Native Host: to pe fdentified

MRUNOFF S

(1) Tool Executaple(s): MRUNOFF,EXE (T)

(2) Database(s): to be identified

(3) Operator Aid(s): DO files for creating tool
and global tile descriptor entries in the
wolks Manager datapase

(8 Documentat}on}
= Installation: to oe identified
- NSweSpecific: to be identified
- Native Host: to pe identitied

NETSTAT:

(1) Tool Executable(s): NETSTAT.EXE (T)

(2) Datapase(s): to be jdentitied

(3) Operator Aid(s): DO files for creating tool
and global file descriptor entries in the
Works Manager datapase

(4) Documentationt
« Installation: to be identified
e NSw=Specitic: to be identified
= Native Host: to be identitied

PRIM?

(1) Tool Executable(s): PRIMJEXE (T),
10=SERVER=FOR=PRIM .EXE (T), GPM,EXE (T),
UDDT.EXE (T)

(2) Datavase(s): to be {dentified

(3) Operator Aid(s): DO files tor creating tool

and global file descriptor entries in the
works Manager database
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(4) Documentation: !
~ Installation: to be identified 2
= NSweSpecific: to be identitied

« Native Host: to pe identitied

PSAVE:

s 5 Mg et

(1) Tool Executaple(s): PSAVE.EXE (T)
(2) Datavase(s): to be {dentitied
(3) Operator Aid(s): DO files tor creating tool

and global file descriptor entries in the
works Manager datapase

(4) Documentation:
- Installation: to oe identitjed f
= NSWeSpecitic: to oe jdentitied :

= nNative Host: to be jdentitied

S0Ss:

(1) Tool Executaple(s): SOS.EXE (T), SOSHLP.EXE
T

(2) Datavase(s): to oe jdentjitied

(3) Operator Aid(s): DO files tdor creating tool
and glooal file descriptor entries in the
wOIKS Manager datapase

(4) Documnentation:
= lInstallation: to be jdentitied

= NSweSpecific: to be identified

= Native HOost: to oe fdentitied




SPELL?

(1) Tool Executable(s): SPELL.EXE (T)

(2) Datapase(s): to be ifdentified

(3) Overator Aid(s): V0O files for creating tool
and gjlobal tile descriptor entries in the
Works Manager database

(4) Docuwentation:
= Installation: to be identified
~ NSWeSpecific: to be identified
= Native Host: to be identitieqd

N
SKCCOM¢

(1) Tool Executable(s): SRCCOM.EXE (T)

(2) Datapase(s): to be fdentifie3d

(3) Operator Aid(s): DO files tor creating tool
and jlobal file descriptor entries in the
works Manager datapase

(4) Documentation:
= JInstallation: ¢to be identified
= NSWe=Specific: ¢to pe identifled
= Native Host: to be fdentitied

TECO:

(1) 1001 Executable(s): TECO.EXEC (T), EXEC.EXE
(T)

(3) Operator Afid(s): 00 tiles for creating tool
and global file descriptor entries in the
wWorks Manaqger database

(4) Documentation:

i
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= JInstallation: to oe identifjed
= NSweSpecific: to pe identiftied
e Native Host: to be identifjed
(2) Datavase(s): to be identified
UYK20:
(1) Tool Executable(s): UYK20.EXE (T),

JO=SERVER=FOR=PRIM EXE (T), GPM,EXE (T),
UDDT.EXE (T), PRIM.EXE (T)

(3) Operator Ald(s): DO files for creating tool
and jlobal tile descriptor entries in the
Works Manaqger database

(4) Documentation:

« Installation: to be jidentified
= NSW=Specific: to be identitied

= Native Host: to ve identlified

U12592:

(1) Tool kExecutaple(s): UL1350.EXE (T),
I0O*SERVER=FOR-PRIM . EXE (T), GPM,EXE (T),
UDDT.EXE (T), PRIM.EXE (T)

(2) Datanase(s): to be identitied

(3) Operator Aid(s): DO files for creating tool
and global tile descriptor entries in the
WOorks Manaqer 3Jatabase

(4) Documentation:
= JInstallation: to be jidentitied

= NSWeSpecific: to be identified

= Native Host: to bpe identified




A e —

XED:
(1)
(2)
(3)

(4)

L A ————t —m . e P S

Tool Executable(s): XED.EXE(T)

Datapase(s): to be identitied

Operator Afd(s): DO files for creating tool
and global tile Jescriptor entries in the
works Manager database

Documentation:

= JInstallation: to be identitjied

« NSw=Specitic: to be fdentitied

= nNative Host: to be fdentitied
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Appendix C: Overview of the NSw HELP Facility

[Note: The overview of Joals, reauirements and capabilities of
the NSW Help Facility (including execution exazples) which
follows was extracted from "The NSw HELP Facility Systea
Specification” by Peter Kneiss and John Dingman, dated February
27, 1981.)

NSh Help Kacility

The NSW system consists of many dissimilar hosts and
internal functions supported by a variety of developaent
contractors, Each tool purveyor, host ooerating systewm
developer, and each NSw contractor documents a particular concern
independent of its inteqgration in NSW. As a result, the
documentation of the conglomerate of systems that is seen by the
user as one entity originates as a series of separate
publications. Hecause the documentation for various aspects ot
NSW nas many origins, documentation standards cannot be imposed
to accomodate the HELP facility. Rather, tne HELP facility must
tunction as a delivery tacility tnat would consolidate access to
the existing documentation. Thus, the following broad goals were
set when specifying the information delivery system for tnhe NSw
4ELP tacility:

To standardize the user interface to conform with other
NSW components

To centralize information in one source insteai of manv
tools tor many types of information

To create a generalized interface which is adaptable to
a variety ot finformation files

To create a facility whose tiles and topic selection
structure can be externally contigured by an NSw
Operator (i.e,, to have tew, if any paraneters, topics,
etc., conwpiled into the sottware itselt).,
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In addition, there were two functions which the HELP
facility needed to provide to users:

Enable a user logged into NSw tO send a message O an NSw
operator (who 1s not necessarily 1033ed in). This would
allow HELP users to document bugs, mnake requests, or ask
procedural questions without leaving NSw. In particular,
these messajes could pe entered during3 the times an
operator is not avallavble by pnone,

Display the status ot NSw hosts s0 users can be informed

when remote hosts are not respondin3i, thus avoiding naving
to walt tor connection timeouts, and providing atfirmation
tnat long running tasks are actually continuing to execute.

The HELP ftacility currently installed in the User System
satisfies the above mentioned goals. It aids users in selecting
the type ot intormation needed from amon3y a variety ot
intormation fgiles. At the top level 0f tne interface, the user
may 4150 choose to send a message to Ops (TELOPS) or display the
most recent status Of NSw hosts (STATUS), The tool is Zesigned
for tlexibility in changing the topical mnap (e.3., to retiect
changes in NSw) and tor adaptability in displaving ditterent
information tiles. The current version can proviide a single
online access point to tne intormation previously provided by tne
USER IMPACT OBULLETIN, the NSw DOCUMENTATION SUMMARY, tne NSw USER
REFERENCE MANUAL, the NSW tools DESCRIBE and HELP=RM, tne RADC=29
Command INFOKMATION (about) NSw=STATUS, and the INTERIM NSW
MANAGER’S TOOLS.

The tollowing tvpescript illustrates some of the features
ot the HELP tacility, A dollare=siin ($) indicates that an
<escape> was entered, Tne user’s lower case typein can usuallv
be distinguished from HELP’S uppercase retypinj of the command
line, It should be noted that all of the venus are functions ot
the database rather than the programs and can be changed by
altering tne heip files, The only compiled in commands are
"TELOPS", "STATUS", and the display commands proampted for with
"(H,P,S,E, or 2)=>",

} Our comments are oftset in this manner

The following typescript hypothesizes

that a naive user tries to use a tool

and encounters a oroblen, He attempts to "quit"
NSW and encounters one of the few times that the
TOPS=2¢4 Front End does not help him #ith command
syntax. Instead 0t the nelo NSw usually
provides f{n response to an escape, hae

receives an error messaje,

e wgs Wyr Wy g W wge Wy
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} we show now the HELP facility would lead him out
}) of his gquandary if the Front End response
} 1included a pofnter to the HELP tool.

NSw User System Version 5.0
Keport problems to NSWOPS@RADC=2d, (315)332-62506,

NSmk: use qedxe-rm$§ (Confirm): !

>>> Tue 17=Feb=81 ¥8:1¥:47=PST: No rights for tool OQEDX<=RM
35> Tue 17 Feb 1981 2812249=PST == (CAFE(WMTALK)]
>> QEDX-RM not avallable

NSW: quit$ NO TOOLS EXIST

NSwe 2

Options are:
coey
DELETE
LOGOUT
NET
USE
SEMAPHOKE
RENAME
JOB
PASSWOKD
FASTOUT
SHOW
ALTER
MOVELOG
QuULIT
RESUME
{For more information, type "use help®)

continue,..!

NSWS
} Taking his cue from the NSw Front End°’s
} response to a gquestion mark, the user invokes
} the HELP tool and types "?"
} tor a list of HELP topics.
NSA: use help$ (Confirm)s !

{Connecting to 2HELP..es)
NSW HELP FACILITY
Type 2<CR> tor list of topics

HELP>? -
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Topics/commands available are:
COMMANDS = describes and shows examples 0f NSW commands,
NEWS - allows users to read notices and news

entered by NSWOPS concerning schedules,
new tools, etc.

POINTERS = displays NSw files which users may access for

additional information. i
QUIT - exits tool and returns to NSW command level, f
STATUS = displays current status of NSw hosts. f
TELOPS = a device which enables NSw users to send ;

questions, complaints, or comments to NSWOPS,

TOOLS = describes NSw tools, outstanding problems,
and tool rights.

Only enough of a command to mnake it unigue maust be entered,

Entering "2?" will show possible commands/subcommands.

e g e =

Flelds (between commands and subcommands) must be separated by
a space.

for example: . 4

"c 72<CR>" will list the possible subcommands of °‘COMMANDS®,

"to 7<CR>" w#1ll 1ist the possible subcommands ot °‘TOOLS°.

Use the tollowing characters to edit your input?
<DEL> =~ delete last character
CTRL=W =~ delete last word ;
CTRL=U = delete line 3
CTRL=R = retype line ’

CTRL=V = quote next character

It might occur to a user who has been warned

that NSW is a multi=host systes, that the host for
his tool is down, The HELP tacility’s

display of nost status eliminates that possiblity.

- ,
' }
}
}

f
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:
3
¥
HELP>status i
NSw User System Status as of: 13~Feb=81 1711-ESI 1
USC=IS1E (w0orks Manager Host) is UP *
USC~1SIC (Tool Bearing Host) is uP 3
RADC=MULTICS (Tool Bearing Host) is UP 3
UCLA=CCN (Tool Bearing Host) will be down until é

further notice due to system upgrading.

It it occurs to the user to check the command
"QUIT" to see if it is intended to end NSw
sessions, the following mnight ensue, (The
typescriot illustrates HELP°s interporetation
of escape and questjion mark.)

gt

o ——

HELP>commandss

COMMAND NAME (13 CHOICES)
HELP>COMMANDS quits

QUIT (NSw COMMAND) (4 CHOLICES)
HELP>COMMANDS QUIT 2?2

QUIT (NSw COMMAND) (4 CHOICES)

DESCRIPTION (OF COMMAND)
EXAMPLE (OF COMMAND USES)
NOTES

EXCEPTIONS

HELP>COMMANDS QUIT description

COMMAND: QUIT (nNSw Command) (19 lines) (NURM 5,2)

PURPOSE: E&nd a pending tool instance,.

SYNTAX:
user system user systen usel
QUIT toolnane <name> action { &% SUSPEND

{ ABORT
{ TERMINATE

(End ot items.,]

_ o




} The user, having seen the tour topics

}) under the NnSw QUIT comnmand, now

} can use a miniwua numper ot characters to

} specify displaying "COMMAND QUIT NOTES",
HELP>C g n
FUNCTIONAL NOTES: QUIT (NSw Commangd ) (27 1ines) (NURM 5,.2)

1. For <name> yosu Should tvpe tne tool instance name, Tvping *2*
at this point will vield a 1list of pending tool instances.

2. ASs explained in tne NSw Users’ Manuyal:

(** SUSPEND causes the tool to cease activitys it the tool permits,
it can be reactivated (see RESUME) == Not yet imnplemented. ¥*¥]

ABORT kills tne tool instance immedjiately; in particular, tiles
shich nave been created mnay not oe delivered into NSw fllespace.

TERMINATE causes appropriate tools to enter their termination code;
whether or not tiles are deliverei depends on the characteristics of
the tool.
3. It SUSPEND or TERMINATE is not mneaninjful for a particular tool
the user is so notifiea,
(End of items,)
} It an intormation file contains multiple
} topics (as indicated by the presence 9f tornm
}) feeds), HELP offers the four display options
}) illustrated below,
HELP>c g exceptions
QUIT (NSw Command) (3 items) {uls 5,21

(H,P,S,E, or 2)=>?

H = Shoa headers 5f all {tems
PSCR> (or just <CR>) = Print this itenm

Pn<CR> e Print item nusnber n

S = Skip to next item

E (or Ctrle=X) = Retuyrn to HELP command leve)
? = Print this text

(H,P,S8,, or 7)=>n
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1 = Never use the QUIT command on a CCN {interactive tool ; ]

2 = It is inadvisable to slew-away from a tool thst has begun a
termination sequence (i.,e., the tool’s tersination command
has been entered).

PR TN S

3 » The following sequence of messages nay be generated when
trying to QUIT or RESUME a tool=instance:

(End of items,])

(H,P,S,E, or ?)=>p1

Never use the QUIT command on a CCN interactive tool, (e.g., :
DISPLAY-UC). Instead you should use the tool’s termination {
command (e.9., “"END"). Freguently as a consequence of using
QUIT on a CCN interactive tool, your Front End is damaged
and NSW is unable to clear the CCN systea resources tor that
tool=instance. Since these resources are finite,
tool=instances which QUIT falls to clean=-up will accumulate
unt{l they exhaust the available NSw rescurces at CCN,
INST=626)& [NST=592)

---.o-..-

It is inadvisable to slewe-away from a tool that has begun a
termination sequence (i.e,, the tool’s termination command
has been entered),

(H,P,S,E, or ?)=>s
The following sequence of messages may be generated when
trying to QUIT or RESUME a tool=instance:

(H,P,S,E, or 7)a>e

If the user went on to retrieve information about
tool rights, or looked up the error message in

an error message dictionary, he should find

that nis real probvlem is obtaining rights tor

the tool., To do this ne needs to cosmunicate
with the NSW operator.

e e e
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HELF>telops
Iype Control=X to anort, "2<CK>" for nelo.

Please enter your name
2>Peter kneiss

Enter your Project.Node name
=>gs5g.admin

Enter your net address (<CR> {f none)
=>Kkneisseradc=20

tnter suvject (one line summary of problen or topoic)
2>Grant rights to GEDX=RM

tnter your message below on as manv l1ines as needed, terminating
your jinput witn Control=i or ESCAPE,

Please ygrant GSG.ADMIN the rights to QEDX=KM,
Thanks
~Z

Your messaqge is peing delivered to NSWOPS. A reply will be sent to
you soon, Thank vou,

HELP>quits ({Confirm QUITIS
NSW S
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Appendix D: Sample "wWeekly Usage Report”

WEEKLY USAGE REPORT FOR THE NSw USER SYSTEM
(VERSION 5.3)

From MON MAR @9 1981 AU02EST to MON MAR 16 1981 2200EST.
I. numoer ot Logins:
MON TUE WED THU FRI SAT SUN *TOTAL®*
4 19 2 7 7 (] 0 30
11. Node Usage Summary:i
PROJECT ¢ 4QULE

1Q0LS USED

XY P Y XY P Y LA L XY I LY R L L P XA T YL Y Y L L A 2 X 2 L 0 0 X 1 2 2% 1 1 J

ACC + 1id 12 [o3ins Totaling 24:53:22
HELPS 2 Sessions Using 22:00:36 in DO:44:00
PLl=kMS 2 Sessions Using 02:00:24 In ©QB:12:00
WEDX=RMS 3 Sessions Using 22:03:21 {in 00:01:00
RUN=RM? 9 Sessions Using 292:02:36 in P0o:348:00
1 AFLC + CRAIG 3 Logins Totalind 21336320
: HELP=RM: 1 Sessions Using 02302324 In ©0P212:00
GSG ¢+ ADMIN 3 Logins Totaling 253423890
DESCRIBE=LE: 1 Sessions Using 29:02:21 1in 09302300
FORTRAN=RM? 1 Sessions Using 92:23:82 in ©0:00:00
FTP=1E: 1 Sessions Using 22:¢0333 in 02:13:00
HELPS 1 Sessjions Using 23:02:31 1in ©¥0:02:00
XED=1ES 1 Sessions Using 22399323 in 00:312:00
GSG ¢+ JRL 3 Loaqins Totaling ¥2322:20
A HELPS 6 Sessions Using 22:00:31 {n 003043020
I GSG + KNELSS 9 Logins Totaling 22354322 |
’ S0S=R2: 3 Sessions Using 20302154 in 00342300 30 |
XEV=ICs 1 Sessions Using 20302322 4n 00301100 O
XkD=1ES 2 Sessions Using 22300:20 4in 00300300 ’
XED=Rr2 S 6 Sessions Using 23:002324 in 00336209
- ® ® ® o % ® ® ® ® © o O & & & O ® o & ¢ & & & O & & =& ="« D
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RADC + ADMIN 1
NO tool usage
RADC + BASKINGER 1 Logins Totaling 22:56:92
HELP? 1 Sessions using 42:09:461 in ¢¥p:31:20
RUN=RM S 1 Sessions Using 22:02:22 in @Bn3d0:pe

Logins Totaling 22:27:82

I11. Tool uUsage Summary:

TOTAL TOTAL TOTAL
TOOLNAME  SESSIONS cru CONNECT
DESCRIBE=IE 1 00303:21 08302:92
FORTRAN=RM 1 02:02:02 22:00122
FIP=1E 1 203028393 22:13:22
HELP 10 06362289 01:21:2¢
HELP=RM™ 1 00120224 20:12:22
PL1=RH 2 00302324 02312322 |
QEDX=Rw 3 00:69:21 203013289 ;
RUN=RM 10 203002 36 22348322 :
S0S=K2 3 00302354 20342222
XED=IC 1 20302209 20:013:20
XEDe Ik 3 #0:02:23 22112832
XED=K2 6 40:02304 20:36:22

IVe. NSw Up=time/Downe=time (#MH only, TBHS excluded)
The followingy conventions will pe used in this section:

U=<TIME> == Time NS4 came up (all tines are EST) [)

De<TiNE> == Time NS» went Jdown

Number in parentheses tollowing tiwme indicates reason wSw
went down, using the following codes:

——

(1) == 1S1E scheduled downtime

(2) =< Unknow#n ISIE system tailure !
(3) =« Knowsn NSw tallure

(4) <= Unknown NSw failure !
(5) == Other \

A single asterisk printed under any day means the system was
unavajilable the entire day. A douple asterisk reans tne systen
was up the entire dav.

MON TUE WED THU FRI
oos oo P oo cow ]
U=1225 D=1130(2) e D=2527(2) U=0836 !
De1445(2) U=1229 U=0928 D=1809(2)
; U=1635 D=1459(2)
Ue1510




SAT SUN
» 4

Steve Salisbury (NSwWOPS@RADC=20)

B T

D=2126(2)




addresses

l.eon McuUowell
ALC/ ISCP

RAULC/TSLD
GRIFFISS AFB NY |344|

RAUC/DAP
GRIFFISS AFB NY 13441

ADMINISTRATOR

JEF TECH INF CTR
ATINs DTIC=-DDA
CAMzRON STA BG 5
ALEXANURIA vA 22314

HQ ESC (XPzZP)
SAN ANTONIO TX 73243

HQ ESC/u00
SAN ANTONIO TX 78243

HQ USAF/XOKT
NASHINGTON DC 20330

HQ USAF/RUST
WASHINGTON DC 20330

HQ USAF/RUPV
WASHINGTON DC 20330

number
of copies number

line

17

20

21




PENTAGON
USLR&E, RM 3D-139
ATIN: TScO

WASHINGTON OC 20301

HQ AFSC/DLAE

ANLREWNS AFB DC 20334

10 AFSC/XRK
ANUREAWNS AFB DC 20334

4Q SAC/NRI (STINFO LIBRARY)
OFFUTT AFB NE 68113

HQ 3246 TWA/TLETW
cGL IN AFB FL 32542

AFATL/ZULOUL
EGLIN AFB Fl. 32542

<SkC/PM (STINFO)
PATRICK AFB FL 32v25

26

29

30

37

30

39

44

46

47

45




. e

{
|
!
L:L

TAFIG/ 11PE

LANGLEY AFB VA 23665

HQ TAC/XPS (STINFO0)]
LANGLEY AFB VA 23665

HQ TAC/XPJIC
ATIN: Lt Taylor
LANGLEY AFB VA 23665

TAFIG/TICJ
ATIN: Capt John Morrison
LANGLEY AFB VA 23665

HQ TACAurlG
LANGLeY AFB VA 23665

HO TAC/ZORF
ILANGLEY AFB VA 23665

AFSC LIAISON OFFICE
LAMGLEY RESEARCH CENTeR (NASA)
LANGLEY AFB VA 23665

AFPL/NTYEE ( C & BAUM )
KIRTLAND AFR NM 87117

AFRLZSUL
ATINs TECHNICAL LIBRARY
KIKTLAND AFB Nk 87117

50

51

52

53

55

%6

8

59

63

64

 ———— e 1 rramn .




ASL/ZENCGE
ATINs CAPT T CLELAND
MR IGHT=PATTcRSON AFB OH 45433

ASL/eNLGE
ATIN: MR LARRY WEAVER
AR IGHT=-PATTERSON AFB OH 45433

ASL/XRE _
WRTGHT-PATTERSON AFB OH 45433

]

AFIT/LDt - TECHNICAL LIBRAKY
BUILJING 640, AREA B
NRIGHT-PATTERSON AFB OH 45433

AFHRL/OTN
NTILIAMS AFB AZ 85224

AFHRL/Z0A
3ROOKS AFB TX 78235

AUL/1SE 67-342
MAXWELI. AFB AL 36112

HQ AFCC/DAPL
BLUG P-40 NORTH, RM 9
SCOTT AFB [L 62225

HQ AFCC/ErE
SCOTT AFB IL 62225

67

68

80

81

90

o1

96

s T

98 .

100




AFERL/LRT 1 101
LOWRY AFB CO 80230

3300 TTW/TTGX | 103
KEESLER AFB MS 39534

DEFENSE INTELLIGENCE AGENCY 1 107
ATINs RSE-2 (LT COL SCHWARTZ)
NASHINGTON DC 20301

JEFENSE INTELLIGENCY AGENCY 1 108
ATINs RSM-1
NASHINGTON LC 20301

COLE r123 TECHNICAL LIBRARY | 110
VEFENSE COMMUNICATIONS

ENGINEER ING CENTER

1860 WIEHLE AVENUE

HuSTON VA 22090

UIRECTOR | Y

DEFENSE NUCLEAR AGENCY :
ATTIN: TIL | ;
WASHINGTON LC 20305

CHIEF, C3 DIVISION 2 112 o
DEVELOPMENT CENTER, MCDEC b
ATINS R S HARTMAN S

QUANTICA VA 22134 ST
AELMC/LGY ! 16 ey i

ATINS  MAJOR MORGAN v
GUNTER AFS AL 36114 N

VIRECTOR | e
BML ADVANCED TECHNOLOGY CENTER

ATINs ATC-P, CHARLES VICK

PO BOX 1500

HUNTSVILLE AL 35807




EOARD/CMI i 120
TECHNICAL LIBRARY FL 2878

BOX 14

FPGU NY 09510

COMMANDING OFFICER | 123
NAVAL AVIONICS CENTER

LIBrARY = CODE 765

INUIANAPOLIS IN 46218

NAVAL TRAINING EQUIPMENT CENTcr ] 124
TECHNICAL INFORMATION CENTER
ORLANDO FL 32813

‘ ‘W.‘M"‘W* ¢ S Y

COMMANDER 1 125
NAVAL OCEAN SYSTEMS CeNTek

ATINS TECHNICAL LIBRARY, COUc 44738B

SAN DIEGO CA 92152

SUFER INTENDENT (COUE 1424) 1 127
NAVAL POSTGRAUDUATE SCAOOL 3
AONTERZY CA Y3940

COMMAND ING OFF ICER 1 128
NAVAL R&ScARCH LABORATORY

CoL= 26217

AASHINGTON DC 20375

feUSTONE SCIENTIFIC INFORMATION CENTER 2 131
ATINt  DRSMI-RPRO :
US ARMY MISSILE COMMANU

RELSTONE ARSENAL AL 35809

)
JUT/FAA TECHNICAL CENTER ! 134 EE
ARL-142 (ATINs A K CIOFFI)
ATLANTIC CITY NJ 05405 l |
g
U NATIONAL CENTER FOR ATMOSPHERIC RESEARCH | 135 &
- MESA L IBRARY o

PO BOX 3000
BOULDER CO 80307 -




AIR FORCE ELEMENT (AFELM)
THE RAND CORP

1700 MAIN STREET

SANTA MONICA CA 90406

Jr RAYNER K ROSICH

ELECTRO MAGNETIC APPLNS, INC
C/¢ 7031 PIERSON STREET
ARVALE CO 80004

AELC LIBRARY (TECH FILES)
ARNOLU AFS TN 37389

Jirector

National Security Aqgency
ATIN: TI1213/TUL

Fort Meade MD 20755

Jirector

National Security Agency
ATINs WO7

rort meade MD 20755"'

Jirector

WNational Security Aqgency
ATINS W3I

Fort seade MU 20755

pvirector

National Security A@ency
ATINS RO3

Fort Meade MU 20755

Vvirector

Natinnal Security Agency
ATINS RI

Fort Meade MV 20755

Jirector

National Security
ATINS R2

Fort leade MU 20755

. -
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143

144

145
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virector

National Security Agency
ATIN: RS

Fort sMeade MD 20755

Uirector
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ATINS R6

Fort Meade ML 20755
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Fort Meade ML 20755

Director

National Security Agency
ATIN: kS8

Fort Meade ML 20755

Colonel Larry Druffel
ARPA/ITTO

1400 Wilson Blvd
Arlington VA 22209

HQ ESu/FAE, STup 27
4ANSCOM AFHB WA 01731

2SLZUCKD (STOP 53)
ATING 1T COMHS
HANSCOM AFB MA 01731

HQ ESL/YSEA
HANSCOM AFB MA 01731
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HANSCOM AFR mMA 01731
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ESL/XANS
HANSCOM AFB

ESL/ZXRAT
HANSCUM AFR

ESL/ZXAWW
4ANSCOM AFB

ZSUL/ZXRTR
HANSCOM AFR

ESL/XR
JANSCOM AFS

ESL/UCR=3E
HANSCOM AFB

MA

MA

MA

MA

MA

01731

01731

01731

01731

01731

01731

AQ =Su/YSM (SToP 18)
HANSCOM AFB MA 01731
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Hanscom AFB MA 01731

HQ eSD/LCR=-11
HANSCOM AFB MA 01731
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ESL/TOFE (Cant Cliff Gardner)
{ANSCOM AFB MA 01731

ARl C/L0eC (Caot Bill Hiski)
AR IGHT-PATTLASON AFB OH 454 33

AR=ALC/MMECDUM (Palmer Craig)
ROBIN> AFB GA 31098

SM—-ATLC/MMECKF (Van Johnson)
McCLLEILLAN AFB CA 95652

OC=ALC/MMEC (Mike Parish)

TINKER AFB 0K 73145
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